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Evolutions in Science Triggered by Green
Fluorescent Protein (GFP)
Johannes A. Schmid* and Hannah Neumeier[a]


Green Fluorescent Protein (GFP)


Green fluorescent protein (GFP) was discovered in the marine
jellyfish Aequorea victoria as a side product after purification of
aequorin, a chemiluminescent protein. Emission of blue light
by aequorin leads to excitation of its companion protein GFP,
thereby resulting in green fluorescence.[1] 30 years later, when
the sequence of GFP was elucidated,[2] this molecule started to
be developed into a valuable tool for various scientific applica-
tions, as it became possible to apply cloning approaches and
to use GFP either as a reporter molecule or as a fluorescent
tag for fusion proteins. However, just after optimization of its
fluorescence properties, which led to enhanced versions of
GFP, it started to revolutionize many fields of science, especial-
ly as a marker in living cells (for review, see ref. [3]).


GFP is a small protein of 28 kDa with a barrel-like structure
composed of 11 b sheets slightly twisted around the central
axis, designated as a b-can structure[4, 5] (see Figure 1 for the
similar structure of enhanced GFP (EGFP)).


GFP fluorescence is caused by three cyclized and oxidized
amino acids located in the center of the molecule. The process
of fluorophore formation and maturation requires molecular
oxygen for the generation of oxidized intermediate states of
these amino acids. For this reason, GFP can only be expressed
under aerobic conditions, but as soon as GFP maturation is
completed, O2 is no longer needed for fluorescence. Wild-type
GFP exhibits two distinct excitation wavelengths due to the
coexistence of both neutral and anionic amino acids in the
chromophore. It has a major absorption maximum at 397 nm
and a minor excitation peak at 475 nm.


The scientific potential of a fluorescent protein was rapidly
recognized after cloning of GFP. However, some of the proper-
ties of wild-type GFP were not satisfactory with respect to fluo-
rescence intensity, folding properties, the kinetics of fluoro-
phore formation, and the biphasic excitation spectrum. There-
fore, many efforts were undertaken to optimize this protein by
point mutations, which finally led to the generation of a con-
siderably improved GFP, with faster generation of the fluoro-
phore, brighter fluorescence, correct folding at 37 8C, and a
single excitation peak at 488 nm. In addition, many silent mu-
tations were introduced to change the codon usage from that
of the jellyfish towards the one preferred by vertebrates, in
order to improve translation and expression in mammalian
cells. This variant of GFP was designated as enhanced GFP
(EGFP), the most commonly used GFP variant nowadays
(Figure 1).


Variants of GFP


In parallel to improvements of the fluorescence properties of
GFP, various point mutations also led to the creation of spec-
tral variants of EGFP emitting blue, cyan, or yellow fluores-
cence (EBFP, ECFP, and EYFP, respectively; Table 1). Later on,
even further ameliorations were achieved, thereby leading to
the creation of Cerulean (a 2.5-fold brighter variant of ECFP[6])
and Citrine, a variant of EYFP with lower pH and chloride sensi-
tivity and better photostability and expression in organelles.[7]


After development of these spectral variants of GFP, many
efforts were undertaken to extend the range of fluorescence
further into the red part of the spectrum. This turned out to
be a difficult task, which has not been achieved by mutation
of GFP so far; however it was achieved just by discovery and
cloning of a red fluorescent protein from a different organism,
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Figure 1. The three-dimensional structure of EGFP is shown, as calculated
from the coordinates of atoms derived from X-ray crystallography (protein
data bank number 1S6Z[65]). The chromophore is highlighted in yellow. The
structure is depicted with Cn3D software, release 4.1, from the National
Center for Biotechnology Information (http://www.ncbi.nlm.nih.gov/entrez/).
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namely, Discosoma sp., a coral of the anthozoa family. This pro-
tein was designated as DsRed (or drFP583[8]) and has a three-
dimensional structure that is very similar to that of GFP.[9]


While this protein possesses satisfactory fluorescent properties
with maximum excitation at 558 nm and emission at 583 nm,
it suffers from the significant disadvantage that it has to be
present as a tetramer in order to be fluorescent. Furthermore,
it has a tendency for aggregation and it exhibits a complex
and slow fluorophore maturation with green intermediates.[10]


Attempts to improve its properties by amino acid substitutions
resulted in a variant with six point mutations, termed DsRed2,
with lower aggregation and faster maturation; it was however
still a tetramer (BD Clontech).


Further efforts to generate an improved red fluorescent pro-
tein lead to the development of the dimeric and even more
red-shifted fluorescent protein HcRed1, which was generated
by multistep mutagenesis of a red chromoprotein from the
coral Heteractis crispa.[11] Its property of being fluorescent as a
dimer made it possible to apply an elegant trick to prevent oli-
gomerization of a tagged protein of interest. By linking two
copies of HcRed1 with the coding sequence of the target pro-
tein, one can obtain a fluorescent fusion protein without di-


merization. However, it has to be considered that the
fluorescent tag is then about 50 kD in size.


Later on, a monomeric variant of a red fluorescent
protein was described, designated as mRFP1, which
was generated by targeted mutagenesis of DsRed to
eliminate oligomerization (resulting in loss of fluores-
cence) and subsequent mutagenesis to rescue fluores-
cence.[12] mRFP1 shows an excitation peak at 584 nm
and an emission peak at 607 nm, but its fluorescence
properties with respect to quantum yield and molar
extinction coefficient are not satisfactory for standard
applications. A bright monomeric red fluorescent pro-
tein would represent a very valuable tool and a per-
fect companion for GFP because many excitation light
sources in microscopy are designed for green and red
fluorescence, such as that seen with fluorescein and
rhodamine. Therefore, the hunt for the ideal red fluo-
rescent protein went on, and very recently it guided
the way to the development of a whole panel of new
fluorescent proteins, from a very interesting monomer-
ic orange-red variant (mOrange) to various monomeric
red versions (mStrawberry, mCherry) and an extremely
bright dimeric far-red variant termed dTomato
(Table 1).[13] The latter can also be applied as a tandem
construct as in the case of HcRed1.


Besides the generation of spectrally different fluo-
rescent proteins, which can be used for simultaneous
tracking of two, three, or even more distinct target
proteins in living cells, other fascinating variants of
GFP were also developed. One of these is a mutant of
DsRed that changes the fluorescence slowly from
green to red during maturation, a feature that can be
used to trace time-dependent expression and promot-
er activity.[14]


Another promising GFP variant, designated as pho-
toactivatable GFP (PA-GFP),[15] specifically changes its fluoro-
phore properties by a photoactivation process from a nearly
nonfluorescent form (at 488 nm excitation) to a fully fluores-
cent one that is about 100 times more fluorescent. This photo-
activation phenomenon was already known for wild-type GFP,
which has an excitation peak at 397 nm and another small one
at 475 nm, apparently resulting from neutral phenol and
anionic phenolate chromophore populations. Upon intense il-
lumination at around 400 nm, the chromophores undergo a
photoconversion and shift to the anionic form, thereby pro-
ducing an increase in excitation at the higher wavelength and
a corresponding increase in fluorescence at 488 nm excitation
of about threefold.


Based on the fact that mutations of threonine residue 203
reduce the higher excitation wavelength peak while maintain-
ing the 400 nm excitation, Patterson and Lippincott-Schwartz
found that mutation to histidine at this very position (T203H in
a mammalian codon optimized wild-type GFP) practically elimi-
nates the excitation at 488 nm while still maintaining the peak
excitation at 400 nm and also the photoactivation phenomen-
on.[15] By this means, a fluorescent protein was generated that
is practically nonfluorescent at 488 nm excitation and that can


Table 1. Some important fluorescent protein (FP) variants are listed in the order of
their fluorescence color (emission wavelength).


FP[a] Ex. peak[b] Em. peak[b] QY[b] EC[b] QY � EC[b] Relative Ref.
[nm] [nm] brightness[b]


EBFP 380 440 0.18 31 000 5580 0.17 [3, 66][c]


ECFP 433 (453) 475 (501) 0.4 26 000 10 400 0.32 [3, 66][c]


Cerulean 433 475 0.62 43 000 26 660 0.81 [6]
EGFP 488 507 0.6 55 000 33 000 1.00 [3, 66][c]


wt GFP 397 (475) 509 0.77 27 600 21 252 0.64 [3]
EYFP 513 527 0.61 84 000 51 240 1.55 [3, 66][c]


Citrine 516 529 0.76 77 000 58 520 1.77 [7]
mOrange 548 562 0.69 71 000 48 990 1.48 [13]
dTomato
(tandem)


554 581 0.69 138 000 95 220 2.89 [13]


DsRed 558 583 0.29 22 500 6525 0.20 [8]
DsRed2 563 582 0.55 43 800 24 090 0.73 [67][c]


mStrawberry 574 596 0.29 90 000 26 100 0.79 [13]
mCherry 587 610 0.22 72 000 15 840 0.48 [13]
HcRed1
(tandem)


588 618 0.04 160 000 6400 0.19 [68]


PA-GFP 400[d] 515[d] 0.13 20 700 2691 0.08 [15]
504 (397)[e] 517[e] 0.79 17 400 13 746 0.42


PS-CFP 400[d] 468[d] 0.16 34 000 5440 0.16 [19]
490[e] 511[e] 0.19 27 000 5130 0.16


[a] FP abbreviations: EBFP = enhanced blue fluorescent protein, ECFP = enhanced
cyan fluorescent protein, EGFP = enhanced green fluorescent protein, wt GFP = wild-
type green fluorescent protein, EYFP = enhanced yellow fluorescent protein,
DsRed = Discosoma species red fluorescent protein, HcRed = Heteractis crispa red
fluorescent protein, PA-GFP = photoactivatable GFP, PS-CFP = photoswitchable CFP.
[b] Ex. peak = excitation peak, Em. peak = emission peak, QY = quantum yield, EC =


molar extinction coefficient. These values can differ slightly between different sour-
ces. The given values were taken from the references indicated. The brightness is
described by the product of QY and EC and is also given as relative value with the
brightness of EGFP set to 1.0. [c] Additional information is available from BD Bio-
sciences Clontech (http://www.bdbiosciences.com/clontech/index.shtml). [d] Before
activation. [e] After activation.
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be activated to bright fluorescence by intense illumination at
around 400 nm. This can also be achieved by 413 nm laser ex-
citation, thereby bringing in all the advantages of confocal
laser scanning microscopy including the possibility of bleach-
ing clearly defined regions of interest. This allows the tagging
of a fusion protein in living cells in a timed and spatially con-
trolled fashion and opens up several possibilities: For instance,
it is possible to label only a spatially defined subset of PA-GFP-
tagged chimeric proteins and to follow their subsequent trans-
port to other intracellular compartments or regions. Further-
more, this method can also be used as a fluorescence micros-
copy based alternative to radioactive pulse/chase experiments:
For a certain time period, molecules can be made visible and
their subsequent dynamics and turnover can be followed in
vivo. Molecules synthesized after the photoactivation event
will not be visible, in analogy to the chase with nonradioactive
amino acids in pulse/chase experiments.


Another powerful and promising development is the gener-
ation of photoconvertible fluorescent proteins, which change
their fluorescence color after intense illumination and which
have the advantage that they are also detectable, at a different
wavelength, before photoconversion. One of the first photo-
convertible proteins described was the tetrameric fluorescent
protein variant termed “Kaede”, which turns its fluorescence
from green to red upon illumination.[16] A similar, but improved
photoconvertible fluorescent protein was very recently report-
ed by the same group; this newer protein shows better bright-
ness and photoconversion by both conventional and two-
photon excitation.[17] However, this protein is still oligomeric
and this hampers its use as a marker in chimeric proteins. For
a different fluorescence protein exhibiting green to red photo-
conversion, the tetrameric form could be converted into a
monomeric one by introducing two point mutations, thereby
leading to the very promising variant EosFP.[18] At about the
same time, another highly interesting monomeric fluorescent
protein variant was described, which changes its fluorescence
from cyan to green by photoconversion upon intense illumina-
tion at 405 nm and which was therefore named “photoswitch-
able CFP”.[19, 20]


Applications of GFP and Its Variants


In principle, fluorescent proteins can be applied in two ways:
First, they can be used as a tracer (for example, for detection
of labeled cells in vivo); second, they can be covalently linked
to a protein of interest by combination of the coding sequence
of GFP or one of its variants with that of a specific protein
followed by transient or stable transfection of the chimeric
construct.


Applications in which GFP variants are not linked to another
protein have become increasingly popular in studies of trans-
gene animals, where specific cells (for example, with cell-type
specific transgenes) have to be tracked in the context of the
intact organism.[21, 22] Due to the availability of spectral variants
of GFP, different cell types can be monitored synchronously to
allow complex studies of cell behavior and interactions in the
organism. In addition, nonchimeric GFPs are also used to moni-


tor promoter activities in reporter gene assays in vitro or in
vivo.


However, most of the studies with GFP molecules involve
the use of fusion proteins of GFP variants with other proteins
of interest, where the fluorescent protein is serving as a tag.


Despite problems of potential artefacts due to overexpres-
sion of the chimeric molecule and/or alteration of the function
by the covalent linkage with the GFP tag, these applications
have provided useful and important insights in many biologi-
cal systems. Certainly, it has to be considered that fluorescent
fusion proteins might behave differently from their wild-type
counterparts due to the considerable size of the tag and its
nature as a protein. However, it turned out that GFP chimeras
are, in most cases, functional and that the GFP tag is rather
inert. Nevertheless, the functional integrity should be tested
for every fusion protein before it is used as a model system.
Potential artefacts by overexpression should be minimized by
using moderate expression (for instance, by choosing appropri-
ate stable transfectants) or by using single-cell detection sys-
tems and focusing on low-expressing cells. Future approaches
might also use GFP variants under the control of endogenous
promoters in order to avoid potential problems with overex-
pression.


Time-Lapse Microscopy and Confocal Laser
Scanning Microscopy Including Spectral
Imaging


Standard cuvette-based spectrofluorometry or microtiter-plate
fluorescence measurements are possible with GFP and its var-
iants as with other fluorophores, but the main application of
fluorescent fusion proteins from the beginning was live-cell mi-
croscopy. The possibility of visualizing proteins in their intact
cellular environment revolutionized many fields of cell biology
and life science. This was further supported by technological
innovations, such as cooled charge-coupled-device (CCD) cam-
eras as detection devices for conventional epifluorescence mi-
croscopes, as well as improvements in confocal laser scanning
microscopy and digital image analysis.


Furthermore, the generation of spectral variants of GFP al-
lowed simultaneous tracing of distinct GFP mutants exhibiting
sufficient differences in their fluorescence properties (for exam-
ple, ECFP and EYFP) simply by filter-based discrimination. The
possibility of tracking several different fluorescent proteins in
parallel was recently significantly extended by spectral imaging
systems (such as the Zeiss LSM510 META system or Leica con-
focal microscopes) that allow the recording of wavelength
emission curves from image data. By using reference spectra
and a mathematical algorithm termed “linear unmixing” (or
“emission fingerprinting”), even strongly overlapping emission
curves (such as those of EGFP and EYFP) can be distin-
guished.[23] Our own results indicate that at least five different
fluorescent protein variants (ECFP, EGFP, EYFP, DsRed2, and
HcRed1) can be discriminated by this method with the usual
Ar- and He/Ne-laser light sources.


The acquisition of a limited number of images of living cells
is rather simple with normal fluorescence microscopes, where-


ChemBioChem 2005, 6, 1149 – 1156 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1151


Green Fluorescent Protein



www.chembiochem.org





as it is still a challenge to acquire movies of live cells under
physiological conditions. Apart from the need to heat the cells
on the microscope stage without evaporation of the medium
(or changes in buffer composition or pH value) and without
losing the focal plane, repetitive or continuous illumination of
cells can pose severe problems of bleaching and/or phototox-
icity. However, these problems can be approached by low-
light-level excitation, as realized in spinning-disk confocal
microscope systems[24] or with neutral grey filters to minimize
excitation light power in conventional epifluorescence micro-
scopes. In addition, rapid computer-controlled shutters or filter
wheels that are triggered by the CCD-camera software can
minimize the bleaching effect by controlled and short-term ex-
citation of the specimen during image acquisition. Alternative-
ly, monochromatic light sources can be used, which have a
narrow bandwidth of about 10 nm and therefore only a limited
bleaching effect and which furthermore provide the possibility
of switching between the excitation wavelength and a non-
exciting wavelength (serving as shutter) within a few milli-
seconds. These monochromatic light sources can also be
synchronized with CCD cameras; since the cameras usually just
require about 100 milliseconds to acquire a decent image, the
bleaching effect is usually significantly below that of a confocal
laser scanning system, which often requires several seconds of
averaging to obtain the same image quality.


Fluorescence Recovery after Photobleaching
(FRAP) and Fluorescence Loss in Photo-
bleaching (FLIP)


About 30 years ago,[25] techniques were developed to study
the mobility and diffusion of fluorescent molecules in living
cells. This was achieved by brief and intense bleaching of a
subset of fluorophores in a defined region of the cell and mon-
itoring of fluorescence recovery, which occurs in this area due
to diffusion of unbleached fluorophores from outside into the
bleaching region. Initially, this technique, termed fluorescence
recovery after photobleaching (FRAP) analysis, found only lim-
ited application because the insides of cells were hardly acces-
sible for fluorescent markers, except by sophisticated ap-
proaches such as microinjection (for example, of fluorescently
labeled antibodies). This limitation ceased with the develop-
ment of optimized fluorescent proteins, EGFP, and other relat-
ed fluorescent proteins turned out to be ideal tools for this
method as they can be easily attached by molecular-biology
means to a protein of interest and expressed in various cells
by transfection methods. Moreover, EGFP and EYFP are perfect-
ly excited by Ar lasers, which are the standard lasers in most of
the commercially available confocal microscopes. Although
FRAP analysis is, in principle, also applicable in conventional
epifluorescence microscopes, the intense laser light and the
scanning features of confocal microscopes render them espe-
cially suited for this method. In most cases, the data-acquisi-
tion software of confocal microscopes allows a convenient ex-
perimental setup, with a prescan with weak excitation light,
followed by a number of repetitive bleaching scans at full laser
power (usually 70–100 scans), and the subsequent capture of a


time series to record the fluorescence recovery in the bleach-
ing area at low laser power. At least for nonmembrane pro-
teins, which diffuse quite quickly, it is recommended that the
postbleaching time series is captured just for the bleached
area in order to obtain a reasonable time resolution. An exam-
ple of a FRAP data set and the equation for fitting the data is
given in Figure 2 A. Since a certain fraction of the total amount


of fluorophores is destroyed during bleaching in the small
region of interest, it is necessary to quantify the loss in total
fluorescence. The fluorescence values in the bleach region
during the fluorescence recovery have to be related to the cor-
rected total fluorescence with the slight decrease of total fluo-


Figure 2. Examples of FRAP and FLIP experiments. A) FRAP: Bleaching an
area of interest causes a reduction of fluorescence in the bleached area to
the “bottom” level. The subsequent increase in fluorescence due to diffusion
of GFP-chimeric proteins into the bleached area is shown. The raw data can
be fitted with a single exponential increase algorithm as indicated by the
equation. Fluorescence increases to a plateau value of “bottom + span”,
which indicates the percentage of mobile molecules. The half-time value of
recovery is a measure of the diffusion rate. B) FLIP: Upper panel : Repetitive
bleaching of fluorescent fusion proteins in one area of the cell (for example,
the nucleoplasm; depicted in the fluorescence image as circle) can result in
a concomitant decrease of fluorescence in another area of the cell (for ex-
ample, a nucleolus) if the molecules from the second area (or compartment)
are constitutively transported or diffusing into the bleached area. Lower
panel : The quantification of mean fluorescence intensities over time shows
a decrease both in the nucleoplasm and in the nonbleached nucleoli.
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rescence taken into account. Fitting of the raw data of the
fluorescence increase with single exponential algorithms re-
veals two important values. First, the plateau to which the
fluorescence recovers is a direct number for the percentage of
mobile fluorescent molecules; this means that if fluorescence
recovers to 90 % of the initial fluorescence in the bleach
region, 10 % of the molecules are immobile due to binding to
nondiffusing cellular elements such as the cytoskeleton. The
second important parameter that can be derived is the half-
time value of diffusion into the bleach region, which is depen-
dent on the diffusion coefficient of the fluorescent molecule.
By always using the same bleaching region, or by normalizing
the half-time value of recovery to the area of the bleaching
region, it is rather simple to obtain relative and comparative
data for different fluorophores. However, calculation of correct
diffusion coefficients is more challenging and requires more
sophisticated models of diffusion under the respective experi-
mental setups. While mathematical models for two-dimension-
al diffusion within membranes were developed quite early
on,[25] it is still a complex task to calculate three-dimensional
diffusion coefficients. Mathematical models that take the spe-
cial experimental conditions into consideration were devel-
oped just recently.[26]


Another powerful application of GFP is the so-called fluores-
cence loss in photobleaching (FLIP) approach. In this case, a
certain region of a living cell expressing a GFP-chimeric protein
is repetitively bleached and the loss of fluorescence in a differ-
ent region is monitored over a longer time period (Figure 2 B).
By this means, transport processes between different compart-
ments of the cell (for example, the nucleus and cytosol) can be
assessed and it can be determined whether a molecule shut-
tles between different compartments, even if the fluorescence
appears constant under steady state conditions.[27] By using
modern laser scanning microscopy, these techniques can be
scaled down to even small structures, such as nucleoli, and the
dynamic distribution of a protein between the nucleoli and
the nucleoplasm can be determined.[28]


Fluorescence Correlation Spectroscopy (FCS)


Fluorescence correlation spectroscopy (FCS) is another power-
ful application of fluorescent proteins for analyzing the dynam-
ics of molecules. In this method, fluorescence-intensity fluctua-
tions are measured in a minute volume (in the femtoliter
range); this is usually achieved by a confocal laser scanning mi-
croscopy setup with fast and sensitive photodiode detectors,
followed by autocorrelation analysis. The autocorrelation func-
tion describes the normalized variance of fluorescence fluctua-
tions and gives information on the diffusion coefficient, the
concentration of the fluorophore, and other parameters such
as interactions between molecules or the microenvironment of
the fluorophore.[29, 30] This general principle can also be applied
to fluorescent-protein chimeras. Interestingly, FCS revealed
that EGFP and other GFP variants exhibit “blinking” characteris-
tics with short dark states between the fluorescent states. This
blinking depends on the protonation status of the fluorophore


and can even be applied to measure the pH value in the mi-
croenvironment of the fluorescent protein.[31, 32]


Fluorescence Resonance Energy Transfer
(FRET)


The availability of spectrally distinct fluorescent proteins
opened up another large field of potential applications based
on the quantum physical phenomenon of energy transfer be-
tween two different fluorophores, which was first described in
1948.[33] The most important prerequisites for this phenomen-
on to occur are that the fluorophores are in close proximity to
each other (closer than 10 nm for most fluorophores) and that
the emission curve of one fluorophore (the energy donor)
overlaps with the excitation curve of the second fluorophore
(the energy acceptor). The energy is transferred by a dipole–
dipole interaction (not by emission of photons) and leads to a
decrease in donor fluorescence and an increase in acceptor
fluorescence. Since fluorescence resonance energy transfer
(FRET) declines with the sixth power of the distance, it is virtu-
ally undetectable at fluorophore distances larger than 10 nm.
This makes FRET an ideal tool for monitoring macromolecular
interactions, because energy transfer can practically only be
observed if the two fluorescent molecules interact with each
other. The second condition, the spectral overlap, can be real-
ized with several of the different fluorescent protein variants.
Earlier studies used a combination of blue and green fluores-
cent proteins; however, the inferior fluorescence properties of
blue fluorescent protein made it difficult to detect FRET. There-
fore, ECFP and EYFP became the most popular pair of fluores-
cent proteins for FRET applications as they exhibit the required
fluorescence properties and spectral overlap while still being
distinguishable by appropriate microscope filter sets.[34–36]


However, most confocal laser scanning microscopy systems,
as well as flow cytometry equipment, use Ar and He/Ne lasers
as light sources, in which the 458 nm line of the Ar laser is the
lowest available excitation light. This is not optimal for excita-
tion of ECFP, especially in FRET applications. Therefore, there
has always been considerable interest in getting access to a
monomeric red fluorescent protein with suitable properties,
which can be excited at the 543 nm line of the He/Ne laser
and which would be a perfect FRET acceptor with EGFP as the
donor. Unfortunately, the combination of EGFP and red fluores-
cent proteins has been problematic, because previously avail-
able red fluorescent proteins were either dimers or tetramers
and, moreover, showed green intermediates in the course of
chromophore generation. The very recent development of
novel monomeric orange and red fluorescent proteins with
good quantum yields[13] will probably end this limitation and
these proteins will most likely find broad application in FRET
microscopy and flow analysis.


The combination of EGFP and EYFP, although having a very
good overlap of EGFP emission and EYFP excitation, is usually
not used as these proteins cannot easily be separated by filter
technology. However, spectral imaging or wavelength scanning
fluorometry are suited to detect FRET between EGFP and
EYFP.[37]
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The main application of FRET analysis is in the monitoring of
protein interactions by using chimeras of proteins of interest.
The advantages of using FRET analysis to determine protein in-
teractions is that the interactions can be monitored in living
cells and that the intracellular localization of an interaction and
potential temporal or spatial changes can be visualized. As
FRET is not easily detectable by the presence or absence of a
distinct signal but by a relative decrease of donor fluorescence
and an increase in acceptor emission with the problem of
overlapping emission and excitation curves, it is usually moni-
tored by specialized microscopy methods. One important tech-
nique is the so-called three-filter method: images are acquired
with a specific donor filter, a specific acceptor filter (clearly dis-
criminating acceptor from donor fluorescence), and a third
filter, termed the FRET filter, which combines donor excitation
and acceptor emission. Samples containing either donor or ac-
ceptor alone are used to determine the spill-over of fluores-
cence into the FRET channel by calculating the fraction of non-
FRET fluorescence in the FRET filter for a given donor or ac-
ceptor fluorescence, respectively. Another very important and
elegant method to determine FRET by including an internal
control is to monitor donor recovery after acceptor photo-
bleaching (DRAP). In this case, an image is acquired with the
donor filter, then the acceptor is bleached with intense illumi-
nation at its own excitation peak, and a second image is ac-
quired with the donor filter. If photodestruction of the accept-
or fluorophore results in brighter donor fluorescence, this is a
clear indication that FRET had occurred before acceptor
bleaching and that energy had been transferred to the accept-
or for as long as the acceptor fluorophore was functional. The
different methods of FRET microscopy are discussed in more
detail elsewhere.[34–36]


A special field of FRET applications arose with the develop-
ment of various FRET-based biosensors, which are usually de-
signed in such a way that a sensory domain is situated be-
tween ECFP and EYFP, thereby giving intramolecular FRET
(Figure 3). A conformational change of the sensory domain
leads to a change in the distance between ECFP and EYFP and
thus to a change in the FRET signal. The sensory domain can
be, for instance, a calmodulin domain for measuring calcium
concentrations[38, 39] or a consensus substrate site for a protein
kinase in combination with a flexible linker and a domain that
binds to the phosphorylated substrate region. These and simi-
lar biosensor principles were developed for protein tyrosine
kinases,[40] protein kinase A,[41] protein kinase B/Akt,[42]phospho-
lipase C,[43] phosphatidylinositol-3,4,5-triphosphate (PIP3),[44, 45]


cyclic adenosine monophosphate (cAMP),[46] cyclic guanosine
monophosphate (cGMP),[47, 48] protein kinase C,[49] Ras,[50] and
Rho,[51] as summarized in ref. [52] . In certain cases, the sensory
domain is not responding by a conformational change but in-
stead contains a cleavage site for specific proteolytic enzymes
(such as caspases to monitor apoptosis[53]). The increasing
number of FRET biosensors indicates that this general concept
will find broader application. An important feature of the bio-
sensor approach is that endogenous enzymes or molecules
of interest are monitored (and not artificially overexpressed
molecules).


Bimolecular Fluorescence Complementation
and Split GFP


It was reported earlier that certain enzymes such as b-galacto-
sidase or b-lactamase lose their activity when they are split
into two parts and that they can regain their activity when the
two halves are brought together again by linking them to two
interacting proteins. The same principle can be realized for flu-
orescent proteins, such as EYFP, by splitting them into two
parts with a resulting loss of fluorescence. Linkage of the two
halves to two different proteins results in a restoration of fluo-
rescence if the two proteins interact with each other tightly
(Figure 4).[54] This so-called bimolecular fluorescence comple-


mentation could be further extended to distinct spectral var-
iants of fluorescent proteins, thereby resulting in multicolor
fluorescence complementation analysis, a method suited to
visualizing several different interaction processes simultaneous-
ly in living cells. Moreover, this method also allows a compari-


Figure 3. Principle of FRET biosensors. A sensory domain is situated in
between ECFP and EYFP (or other appropriate FRET fluorophores). Upon
conformational change of the sensory domain due to a cellular parameter
affecting the sensory domain, the distance between ECFP and EYFP is
changed, thereby resulting in a corresponding change of the FRET signal.


Figure 4. Principle of bimolecular fluorescence complementation. A) A fluo-
rescent protein such as EYFP is split into two halves, which by themselves
are nonfluorescent. B) Linking the split parts to two interacting molecules, X
and Y, results in complementation and the subsequent formation of a func-
tional chromophore between the two halves of the fluorescent protein.
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son of the efficiencies of molecular associations of a given pro-
tein with different competing interaction partners.[55] However,
it has to be noted that the formation of a functional chromo-
phore between the two halves of fluorescent proteins gener-
ates a covalent linkage, and thus a rigid association of the two
interacting “host” proteins, thereby eliminating the dynamics
of complex assembly and dissociation that are expected to
occur with physiological interaction processes. Similarly to the
fluorescence complementation approach, protein interactions
can also be detected and visualized through reconstitution of
split EGFP by protein splicing and intein technology.[56–58] In
this context, it is interesting to note that circular permutations,
such as rearrangements in the GFP sequence or insertions at
certain points, quite often do not destroy the fluorescence but
instead lead to fluorescent proteins with new properties suited
to biosensors and indicators.[59, 60]


Flow Analysis and Fluorescence-Activated Cell
Sorting (FACS)


While the intrinsic fluorescence of GFP and some of its variants
renders them well suited for flow analysis, the application of
fluorescent proteins in this area of methodology appears to be
less frequent than in the field of microscopy. This is mainly be-
cause flow analysis cannot give the spatial resolution that mi-
croscopy can provide. However, the strength of flow analysis is
the quantification of fluorescence intensities on a single-cell
level for several thousands of cells, combined with the huge
possibilities of statistical evaluation. An important application
of fluorescent proteins in cytometry is the marking of transi-
ently or stably transfected cells in combination with flow analy-
sis of various cellular parameters, such as apoptosis, cell prolif-
eration, or the presence of specific molecules stained by im-
munofluorescence techniques.


Besides that, flow cytometry and fluorescence-activated cell
sorting (FACS) have become increasingly important in the anal-
ysis of transgene mice, where specific cells and their fates in
the organism can be tracked by marking them with fluorescent
proteins. These applications became even more powerful with
the possibility of distinguishing different spectral variants of
fluorescent proteins. This can be achieved with appropriate
filter sets and it was demonstrated that ECFP, EGFP, and EYFP
can be discriminated by flow analysis with 458 nm single-laser
excitation.[61] Even four-color flow analysis by including DsRed
can be achieved by using a second laser excitation line at
568 nm.[62] Importantly, flow analysis is not only useful for the
detection of one or more fluorescent proteins or for their
quantification; it can also be applied to study protein interac-
tions based on the FRET effect[63] and specialized software solu-
tions were even developed for that purpose.[64] Until recently,
FRET applications in flow cytometry usually required special
hardware setups with respect to laser excitation and emission
filters. These limiting requirements will most likely overcome
with the development of new monomeric orange and red fluo-
rescent proteins,[13] which should represent ideal FRET accept-
ors with EGFP as the donor, thereby allowing rather simple
detection with standard laser and filter sets.


Besides analytical possibilities of fluorescent proteins in cy-
tometry, fluorescence-activated cells sorting (FACS) of cells ex-
pressing various fluorescent proteins opens up an additional
spectrum of possibilities. The separation of cells of interest (la-
beled by fluorescent proteins) from other cells allows, for in-
stance, purification before subsequent analysis of proteins,
DNA, or other cell components. Moreover, sorting of labeled
living cells followed by recultivation enables evolutionary mu-
tation approaches or the enrichment of rare cells, for example,
in screening protocols.


We can conclude that GFP and other fluorescent proteins
have already proved to be powerful tools in the life sciences
but that there is still great potential for novel applications,
which have become possible with the occurrence of novel var-
iants and innovative methods to apply them.
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Introduction


In spite of its successful use for over 30 years as an
anticancer agent, there is almost no scientific article
dealing with cisplatin (cis-diamminedichloroplati-
num) that does not introduce its research subject
with the words “… but its mechanism of action is
not fully understood…”. When we were students
(some 25 years ago) and first heard of cisplatin, ev-
erything seemed so clear. Cisplatin tightly binds
DNA, bends it locally at the sites of the lesions, and
causes cellular demise by impeding DNA replication;
at that time—we have to admit—we did not dwell
very long on the question of whether it may be the
steric hindrance or the structural distortion, or both,
that brings about the inhibition of DNA replication.
Since then, there has been much discussion in the
literature of whether or not it is the progression of
DNA replication that, when halted by cisplatin ad-
ducts, results in cell death. Although there is un-
doubtedly a strong effect on DNA replication, the
latter may not be the reason but rather (one of) the
consequence(s) of the lethally hit cells. Consider, for
example, that cells proficient in DNA repair are able
to survive despite inhibition of the DNA replication,
whereas DNA-repair-deficient cells die at cisplatin
concentrations that do not inhibit DNA replication.[1]


Thus, inhibition of DNA synthesis correlates with the
concentration of drug but not with the different sen-
sitivities of the cell lines. In other words, cell death
does not correlate with inhibition of DNA synthesis.
In fact, cisplatin lesions are not necessarily an insu-
perable obstacle for DNA replication, as several poly-
merases are capable of synthesizing past damaged
DNA sites (translesion synthesis ; Figure 1).[2–5]


Levels and Potential Causes of Cisplatin
Cytotoxicity and Antitumor Activity


Nevertheless, due to genetic evidence, DNA is the commonly
accepted biological target of cisplatin. Thus, several alterna-
tives (or a combination thereof) to the stopping of DNA repli-
cation were suggested as the causes for cell decay, all of which
centered around DNA (see Figure 1). For example, titration of
essential DNA-binding proteins away from their natural sites of
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Figure 1. Cisplatin’s fate, the levels of its action, and the possible biological outcomes
(simplified). The potential degree of cytotoxicity of cisplatin is reduced by its reflux rate
(1) and its detoxification by agents containing thiol groups (2). Cisplatin (in which the
chloride ligands were replaced by water) reacts with the DNA upon entering the nucleus
(3). DNA damage may be recognized by different sensors (4) and may be repaired (5),
thereby enabling survival of the cell. Moreover, enhanced or altered repair may lead to
resistance against cisplatin. Inefficient recognition and/or processing of the “naked” (6) or
the masked (7) adduct, or inactivation of the repair/processing enzymes (8) or unsuccess-
ful trials of repair (9), in the case of fine recognition, all lead to repair failure (10). Unre-
paired lesions may be bypassed by DNA polymerases (11) that may incorporate inappro-
priate nucleotides opposite a cisplatin adduct, ultimately resulting in manifestation of
mutations and cell transformation. In general, poor repair will lead, either directly by com-
ponents of the repair system themselves (12) or indirectly by interference with cellular
processes (13) through signal transduction within the nucleus and in the cytoplasm, to
two possible outcomes: Inhibition of DNA replication and growth arrest (14) to give the
cell another chance to repair the damage, after which the cell resumes proliferation or,
alternatively, when there is excess DNA damage, to programed cell death (15). In the case
where the cell decides to die, further energy-consuming repair is actively suppressed
(16), in order to preserve the cell’s energy for the apoptotic program.
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action by DNA sites bearing adducts of cisplatin,[6–12] futile
cycles of the mismatch repair (MMR) system,[13] interference
with telomere replication and/or function,[14] and general[15] or
specific inhibition of the transcription of particular genes[16, 17]


have all been suggested.
The above enumeration addresses different levels and pa-


rameters through which cisplatin may operate, for example,
the kind and persistence of DNA
adducts, the structural distortion
of the DNA, susceptibility (or
lack thereof) to DNA-repair
mechanisms, interference with
synthetic processes of DNA (that
is, DNA replication or transcrip-
tion) or lesion bypass, and spe-
cific DNA loci. However, there
are additional levels of cisplatin
action as well, all of which can
vary and affect the cytotoxic po-
tential. These include uptake by
the cell and reflux of the
drug,[18–20] its effective concentra-
tion in the cell (dependent on
the concentration and potency
of cytoplasmic blocking re-
agents), its reactivity with DNA
under nuclear conditions, and the
availability of signal-transduction
components of the cell-death machinery, that is, of apoptosis.[5]


However, no theory revealing the reason for the cytotoxicity of
cisplatin has prevailed so far, presumably because all of these
parameters may contribute to a variable extent and at different
levels.


In addition, besides the causes directly concerning cytotoxici-
ty, there are other not conclusively answered questions regard-
ing the biological action of cisplatin; for example, why is the
cytotoxicity of cisplatin up to several orders of magnitude
stronger against malignant cells than against nontransformed
cells?[21] And furthermore, why is the antineoplastic effect of
cisplatin restricted to certain tumor types (for example, testicu-
lar cancer)? Maybe the distinct targeted cells/organs differ in
one or more of the parameters mentioned above (or in other
characteristics not yet detected), thereby rendering them dif-
ferentially susceptible to cisplatin. These issues pose additional
levels of complexity in the cisplatin story. Hence, research into
these unresolved but intriguing aspects is still feverishly ongo-
ing.


Improving Parental Cisplatin


Obviously, matters have become more knotty than they
seemed to be some decades ago. Nevertheless, despite our
general ignorance with regard to the precise molecular mecha-
nisms of cisplatin, significant progress has been made concern-
ing important structural parameters that may influence, for ex-
ample, the potency, organospecificity, and side effects of cis-
platin. The main DNA adduct of cisplatin, the 1,2-deoxy(guano-


sine–phosphate–guanosine) (1,2-d(GpG)) intrastrand cross-link,
that brings about local DNA untwisting and strong bending
was suggested to be the principal cause of cytotoxicity.[22, 23] In-
tense efforts led to the development of structural “rules” and
to noteworthy, clinically relevant cisplatin derivatives, including
carboplatin, oxaliplatin, and nedaplatin[24, 25] (see examples in
Scheme 1). However, these “rules”, which emerged by trial and


error, are rather empirical and several exceptions to them have
been reported, such as unexpected active derivatives forming
solely monofunctional adducts[26] and the activation of the
trans geometry of diamminedichloroplatinum.[27] Therefore,
there is still a strong need to try and comprehend the underly-
ing molecular mechanisms of cisplatin action, particularly if
one wishes to develop novel, better derivatives on a rational
basis.


Central Lessons from Cisplatin Research and
Application


Out of the seemingly confusing information about the respon-
sible mechanisms of cisplatin cytotoxicity, two clear points
emerged as a minimum common basis from the study of cis-
platin and of other active, as well as inactive, platinum com-
plexes. Firstly, in order to be cytotoxic, platinum complexes
have to react with and persist on DNA; it is not (solely) the
high reactivity of a compound that renders it cytotoxic be-
cause fast repair of DNA adducts leads to a compound’s inacti-
vation. Secondly, accumulating evidence suggests that persist-
ing adducts of cisplatin (and of other effective cisplatin ana-
logues or derivatives) may operate by an active mechanism to
kill the cell, rather than by mere passive pathways, that is, im-
pediment of or interference with synthetic processes of DNA
leading to cell muddle. In other words, an active DNA adduct
must elicit signal transduction from the damaged DNA to the
cell-killing machinery.[28, 29]


Scheme 1. Chemical formulas of cisplatin, of some successful cisplatin analogues (carboplatin, oxaliplatin, nedapla-
tin), and of two promising derivatives in advanced clinical studies (satraplatin, BBR3464; from left to right, from
top to bottom).
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These upshots led us to appreciate that the most crucial fea-
tures for a DNA adduct to be cytotoxic are, first, the ability to
efficiently escape the DNA repair system(s) and, second, the
ability to activate sensors that may translate the DNA damage
into a cell-death signal. Recently, two noteworthy papers ap-
peared[30, 31] addressing these two key items. These reports con-
firmed old players and pathways of the cellular responses to
cisplatin and revealed unexpected new ones.


Identification of Cellular Proteins Interacting
with Cisplatin DNA Adducts


In the past, Lippard and co-workers had identified a high-mo-
bility group (HMG) domain protein that is able to interact with
DNA at the site of the major cisplatin adduct, the 1,2-d(GpG)
intrastrand cross-link. HMG-domain proteins are nonhistone ar-
chitectural constituents of chromatin that interact with DNA
curvature and thus may be attracted by the profound DNA
bend caused by this adduct. They do not interact with the cis-
platin adduct directly. The “genetic screen” applied at that
stage, however, cannot identify any “natural” proteins able to
interact with cisplatin-modified DNA, for example, only after
posttranslational modifications. To reveal the true events at the
site of modification, it is reasonable therefore to search for pro-
teins in their native form, that is, the form in which they exist
inside the cell. Hence, in a recent communication published in
the Journal of the American Chemical Society, Lippard and co-
workers applied photoaffinity labeling in the isolation and
identification of native nuclear proteins from HeLa cells that
could interact with the 1,2-d(GpG) cross-link.[30] Affinity labeling
is a classic biochemical method used, for instance, to identify
important residues at the active site of an enzyme. In this
method, a reactive substrate analogue is administered to an
enzyme. Due to its affinity to the active site, this analogue
binds to it and reacts covalently with a residue within the
active site, thus stably labeling and marking it; this facilitates
its identification by subsequent methods. Photoaffinity labeling
is a variant of the method, in which the substrate analogue
only becomes reactive after irradiation. In their work, Zhang
et al. succeeded in labeling (and later identifying) proteins in-
teracting with a 1,2-d(GpG) cisplatin adduct. To this end, these
investigators tethered a derivatized cisplatin bearing a photo-
reactive benzophenone moiety through a (CH2)6 linker to the
single central d(GpG) of a double-stranded oligodeoxyribonu-
cleotide (25 mer; “oligo”). This oligo was equipped with two
other useful modifications, radioactive end labels and/or a
biotin group at one of the 3’ ends.


To check for a) a cisplatin-authentic structural distortion and
b) the capacity of benzophenone to capture, upon irradiation,
proteins intimately associated with the 1,2-d(GpG) lesion,
Zhang et al. first incubated the modified oligo with HMG-box
protein 1 (HMGB1) or HMG-domain derivatives, that is, poly-
peptides known to interact with the genuine 1,2-d(GpG) cispla-
tin adduct. After irradiation at 365 nm, the expected covalently
joined protein–DNA complexes could be detected by autora-
diography as mobility-shifted bands in a sodium dodecylsul-
fate (SDS) PAGE gel, a result attesting to the validity of the


method. In an analogous manner, the oligo was incubated
with HeLa total nuclear extract and irradiated; several resulting
covalent protein–DNA complexes held together by the cispla-
tin–spacer–benzophenone chain were separated and visualized
by autoradiography in an SDS PAGE gel.


To identify the bound proteins, the steps were repeated on
a large scale and protein–DNA complexes were enriched by a
procedure involving streptavidin-coated magnetic beads that
largely removes noncovalently bound proteins. DNA-cross-
linked proteins were then separated by SDS PAGE and identi-
fied by one or more of three methods: a) by mass spectrome-
try after transfer out of the gel matrix, b) by Western blotting
and detection with selected antibodies, or c) by the demon-
stration that, after photo-cross-linking, the protein species
from the HeLa extract comigrated with individual purified pro-
teins in an SDS PAGE gel.


Involvement of HMG-Box Proteins and PARP in
Cisplatin Action


Among other, as yet unidentified proteins, HMGB1, HMGB2,
and poly(adenosine diphosphate–ribose)polymerase-1 (PARP-1)
were found to have been cross-linked to the cisplatin lesion. In
addition, in the particular case of PARP-1 the identity of this
protein could also be unequivocally confirmed by its specific
enzymatic reaction: PARP-1 catalyzes the transfer of several ad-
enosine diphosphate–ribose (ADP–ribose) molecules from the
nicotinamide adenine dinucleotide (oxidized form; NAD+) onto
itself whenever it encounters DNA discontinuities or other
DNA damage.[32] Indeed, addition of NAD+ prior to photo-
cross-linking to the HeLa extract (or to pure PARP-1 as a posi-
tive control) yielded more slowly migrating (larger) cross-linked
species in an SDS PAGE experiment, a result indicative of the
autopoly(ADP-ribosyl)ation of PARP-1.


HMG-box proteins have been repeatedly suggested in the
literature as an aid for DNA lesions to escape repair. DNA ad-
ducts of cisplatin, particularly the 1,2-d(GpG) adduct, may
resist repair and persist on DNA[22, 23, 33, 34] due to several rea-
sons. These include: a) inactivation of repair proteins by cross-
linking,[35] b) recognition but incapacity of repair proteins to
cope with the lesion, for example, in futile cycles,[13] c) poor
recognition and/or meager concomitant processing of particu-
lar lesions by repair proteins,[23] and d) “camouflage” of lesions
by proteins that recognize, bind, and protect them from effi-
cient repair. It is this last category to which the HMG-box pro-
teins are supposed to belong. This scenario has been support-
ed with a large body of biochemical and genetic evi-
dence.[12, 36–40] Thus, although this finding in the recent paper[30]


is not novel but is actually expected, it strengthens the evi-
dence by demonstrating again a direct association of “natural”
HMG-box proteins with the major cisplatin lesion. However,
this concept still does not address the question of whether
HMG-box proteins bound to cisplatin lesions may also consti-
tute a signal for cell death.


The second associated protein found, PARP-1, and poly(ADP-
ribosyl)ation are involved in virtually all dynamic DNA process-
es, that is, replication, transcription, repair, and recombina-
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tion.[32] With regard to repair, activation of PARP-1 has been
previously associated with DNA lesions that can be handled by
the base excision repair (BER) system. Although PARP-1 was
thought until recently to have an absolute requirement for
DNA strand breaks in order to become enzymatically active,
more recent data[41] also implicated this protein in the repair of
other types of lesions void of DNA breaks, that is, pyrimidine
dimers, and known to be removed by a different repair
system, that is, nucleotide excision repair (NER); NER is also re-
sponsible for the repair of cisplatin adducts. Thus, this finding
of Zhang et al. is consistent with earlier results, in which cispla-
tin was reported to effect major poly(ADP-ribosyl)ation in the
treated cells.[42] Moreover, sensitivity to cisplatin was shown to
increase by treatment of the cells with PARP-1 inhibitors.[43]


Hence, the report of the physical association of PARP-1 with
the 1,2-d(GpG) cisplatin adduct may well be in line with a role
of PARP-1 in the repair of this adduct.


PARP-1: Abolition or Boosting of Damage?


However, the interpretation of the PARP-1-related findings of
Zhang et al. might be more complex. Association of PARP-1
with a DNA lesion is normally very short due to rapid autopo-
ly(ADP-ribosyl)ation and repellence of PARP-1 from the DNA.
Lagueux et al. found that the rate of catalysis (kcat) of PARP-1
had already decreased by 25 % after 1 min of reaction, probably
due to a decrease in the affinity of PARP-1 for DNA.[44] Hence, it
is striking that in the experimental set up of Zhang et al. auto-
poly(ADP-ribosyl)ated PARP-1 was still sitting on the DNA and
was almost quantitatively captured by cross-linking, which fol-
lowed 30 minutes after incubation with NAD+ . One would
assume that there would have been enough time for PARP-1
to at least partially dissociate from the DNA before cross-link-
ing occurred. Several interpretations are possible. For instance,
further operations at the 1,2-d(GpG) cisplatin adduct could
have been stalled at the autopoly(ADP-ribosyl)ation step of
PARP-1 (no dissociation) because of insufficient modification. It
is known that the degree of poly(ADP-ribosyl)ation varies with
regard to the particular DNA lesion. Accordingly, this state
could also mirror a physiological situation, in which an undis-
sociated PARP-1 would result in protection, not repair of the
lesion (similar to the suggested action of HMG-box proteins).
In fact, PARP-1 does not participate directly in the repair pro-
cess, which begins only after heavily poly(ADP-ribosyl)ated
PARP-1 has dissociated from the lesion.[32, 45] In this context,
PARP-1 has been suggested to shield damaged DNA sites, for
example, strand breaks, from recombination[46, 47] until down-
stream effectors have been recruited and/or activated. Incapac-
ity of PARP-1 to dissociate would impede the next steps of
repair, and further processing of the 1,2-d(GpG) cisplatin
adduct might thus get stuck at this level. Accordingly, shield-
ing of the 1,2-d(GpG) adduct by PARP-1 with concomitant
escape from repair would indeed be more consistent with the
claims that this lesion is a bad substrate for NER[22, 23] rather
than the theory of PARP-1 marking (or preparing) this lesion
for repair.


Moreover, PARP-1 may be able not only to interfere with the
repair of particular lesions but also to operate itself as a trigger
for a cytotoxic response. Overactivation of PARP-1, for example,
due to heavy DNA damage, may bring about the demise of
the cells by necrosis due to NAD+ and adenosine triphosphate
(ATP) depletion.[32] A proapoptotic signal may result from less
profane causes, that is, through the p53 pathway. There is
clear evidence supporting a role of PARP-1 in the activation of
p53, either by directly modifying the functional properties of
the latter or by recruiting the protein to damaged sites of
DNA.[32] On the other hand, it is known that activated p53, trig-
gered by cisplatin lesions, may lead to apoptosis, for example,
by transcription of the proapoptotic Bax protein.[48] An apop-
totic response of the cell after the interaction of components
of a repair system with cisplatin lesions is well established for
MMR proteins.[49–52]


The possible additional roles of PARP-1 supposed here,
either interfering with repair or even actively promoting apop-
tosis after binding to the 1,2-d(GpG) adduct, are not at odds
with other findings mentioned above that favor prosurvival ef-
fects instead. First, results from studies with PARP-1 chemical
competitive inhibitors (as well as from similar approaches like
negative dominant or nutritional inhibition) must be interpret-
ed with great scrutiny. Inhibitors, especially at high concentra-
tions, are usually not monospecific ; characteristically, at least
one of the recently discovered nonclassical PARPs is also sensi-
tive to 3-aminobenzamide, which is often used in PARP-1 in-
hibition studies. Moreover, inhibitors competing with NAD+ do
not hinder PARP-1 from binding to DNA lesions but instead
hold back its dissociation from the DNA, thus prolonging sur-
vival of genotoxic lesions. Hence, the cytotoxicity of these inhib-
itors may erroneously suggest a requirement of PARP-1 for
repair, although it is just the repair enzymes that are prevented
from having access to the DNA lesions. Nevertheless, the re-
quirement of PARP-1 in repair, at least in BER, could be un-
equivocally demonstrated by knock-out mice.[53] However, the
effect of cisplatin on these animals has not been checked yet.
PARP-1 might well play a role in NER too, yet it might aid the
removal of cisplatin adducts other than the reluctant 1,2-d(GpG)
adduct, adducts which are more easily repaired.[22, 23] Further-
more, it is clear that the precise action of PARP-1 may depend
on several additional factors. For example, it was shown previ-
ously that, after treatment of cells with methylnitrosourea,
PARP-1 played a role mainly in the repair of nontranscribed
genes, presumably serving to expose DNA to (base excision)
repair enzymes through chromatin remodeling.[54] In the report
of Flohr et al. ,[41] PARP-1 was claimed to be actively involved in
repair of DNA lesions (set at very low, noncytotoxic levels) han-
dled by NER, but only when a functional Cockayne syndrome
complementation group B (CSB) protein was present. CSB, on
the other hand, is known to be essential in transcription-cou-
pled repair, which also removes cisplatin adducts.[55] Thus,
PARP-1 may appear important for particular repair processes
under certain conditions but not under others. In conclusion,
the outcome of the PARP-1 action, that is, repair or no repair,
may depend inter alia on the specific damaging agent, on the
particular repair system with which PARP-1 cooperates, and on
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the genetic background of the cell. This notion may shed
some light on the burning question of the apparent differential
susceptibility of cells to cisplatin (see above). For these rea-
sons, the detected physical association of PARP-1 with the 1,2-
d(GpG) cisplatin adduct[30] does not necessarily signify repair of
this adduct through PARP-1 assistance. Be that as it may, it is
to the credit of Zhang et al. that they obtained direct evidence
for a probable involvement of PARP-1 in processing the main
cisplatin lesion. Their finding will undoubtedly instigate further
exciting research.


Further Protein Candidates Interacting with
Cisplatin Lesions


What other proteins might have been cross-linked to the 1,2-d-
(GpG) target? Besides the described species, other proteins are
known to interact in vitro and/or in vivo with cisplatin-dam-
aged DNA, for example, histone H1,[11] and with the 1,2-d(GpG)
lesion in particular, for example, transcription factor UBF[9, 10]


and the TATA binding protein (TBP).[6, 7] HMGB1, HMGB2, and
PARP-1 are abundant proteins; for example, one million mole-
cules of the latter are found in mammalian cell nuclei.[45] Al-
though UBF and TBP are more rare species, they interact with
the 1,2-d(GpG) cisplatin adduct with a much greater affinity
than HMGB1: their dissociation constants at equilibrium
amount to �60 pm


[10] and 300 pm,[56] respectively, in contrast
to the value of �100–600 nm observed for HMGB1.[39, 57] There-
fore, these known proteins may be found among the few re-
maining predominant cross-linked bands. In addition, other
proteins interacting with structured DNA (for example, topo-
isomerases or cruciform binding proteins) may also have been
captured by the method used and may be identified. In con-
trast, we do not expect proteins proposed to initiate the NER
response by recognizing or binding single-strand DNA regions,
for example, replication protein A (RPA),[58, 59] to be among the
identified species, since the 1,2-d(GpG) cisplatin adduct is
known not to perturb the double-strandedness of DNA. On
the other hand, recombinant human RPA was indeed shown to
bind to a duplex DNA containing a single site-specific 1,2-d-
(GpG) cisplatin adduct with a 4–6-fold increased affinity, as
compared to an undamaged control DNA with an identical se-
quence.[60] However, single-stranded DNA seems to be a pre-
requisite for high-affinity binding of RPA to duplex cisplatin-
damaged DNA.[61, 62]


Weaknesses of Affinity Chromatography for
the Identification of Interacting Partners


What is the physiological relevance of the approach of Zhang
et al.? In fact, by this, as well as by related methods,[62] only
abundant and/or quite strongly binding proteins can be identi-
fied. Rare or rather weakly binding species might elude detec-
tion. In addition, since the native compartmentalization of the
nucleus is abolished, the identified proteins only reflect a pool
of possible, but not necessarily actual, interactions. Further-
more, due to the inclusion of the strong detergent SDS for the
separation of the cross-linked complexes by PAGE, proteins as-


sociated with the latter by noncovalent bonds also evade de-
tection. Thus, potentially valuable information about the ensu-
ing steps and signaling pathways might get lost. Perhaps a
modification of the approach, for example, by blue native elec-
trophoresis,[63, 64] would preserve this information. These con-
templations and suggestions can still be implemented. Mean-
while, the method introduced by Zhang et al. may provide an
orientation point at which to start when proteins interacting
with cisplatin lesions are to be isolated.


Involvement of DNA-Dependent Protein
Kinase in Cisplatin Action


The second paper that appeared in April 2004 in the Proceed-
ings of the National Academy of Sciences U.S.A.[31] amazed the
cisplatin community with an entirely novel concept of cisplatin
action, which at the same time underscores the “active” mode
of cell killing by this drug.


The DNA-dependent protein kinase (DNA-PK) complex had
been previously shown to bind to cisplatin-damaged (linear)
DNA in vitro by a method similar to that of Zhang et al.[65]


DNA-PK is instrumental in transducing signals from damaged
DNA to repair factors. In particular, DNA-PK is involved in reuni-
fication of DNA double-strand breaks (DSBs), caused, for exam-
ple, by ionizing radiation, through a kind of illegitimate recom-
bination, dubbed nonhomologous end joining (NHEJ) ; in addi-
tion, it seems to play a role in senescence, in the structure of
chromosomal ends,[66] and in DNA replication and transcription,
as well as in growth control by transducing signals to other
cellular components (for example, of the cell cycle or the
apoptotic machinery).[67] DNA-PK consists of the two DNA-
binding Ku polypetides, Ku70 and Ku80, and the catalytic
serine/threonine kinase subunit, DNA-PKcs ; the latter is a
member of the phosphatidylinositol 3 (PI3) kinase related
family, to which ataxia telangiectasia mutated (ATM) and ATM-
and Rad3-related (ATR) proteins, two more central players in
DNA-damage signaling, also belong. The DNA-PK activity that
binds in vitro cisplatin-damaged DNA (“damaged-DNA recogni-
tion protein-1”, DRP-1) was purified and shown to be the Ku
subunits (Ku heterodimer).[65] In order to check the function of
DNA-PK in cisplatin-damage processing in vivo, Jensen and
Glazer examined the response of immortalized mouse or ham-
ster cells deficient in components of the DNA-PK complex
(Ku80 or DNA-PKcs) to one hour of treatment with cisplatin.[31]


Surprisingly, they obtained an unexpected phenotype of the
mutant cells. At relatively low cell densities there was no differ-
ence in sensitivity to cisplatin between mutant and wild-type
cells (or mutant cells complemented with the respective func-
tional protein). This would signify that DNA-PK is irrelevant for
cisplatin damage and that its isolation by affinity chromatogra-
phy on cisplatin-damaged DNA[62] would have been fortuitous
and/or without physiological relevance. However, when cells
were grown at 30–60-fold higher density than the populations
behaving indifferently, Ku80�/� or DNA-PKcs


�/� cells were in fact
more resistant to cisplatin than their wild-type counterparts.
This suggested that under conditions of high-density growth,
DNA-PK may be a factor that sensitizes wild-type cells towards
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cisplatin, for example, by exerting a shielding function on cis-
platin adducts against repair (like HMG-box proteins; see
above) or by transmitting a death signal from cisplatin
damage to the apoptotic machinery (like MMR proteins; see
above), or both. With regard to the first possibility, Jensen and
Glazer proved that the unexpected higher sensitivity of wild-
type cells towards cisplatin was dependent on an unimpaired
kinase activity of DNA-PK. Thus, mere shielding of cisplatin le-
sions by binding of DNA-PK to damaged DNA would not suf-
fice as an explanation for the observed sensitivity of wild-type
cells. Hence, DNA-PK must be able to actively trigger cell
death.


Transmission of a Cisplatin-Originated Death
Signal to Neighbors through Gap Junctions


So, why was the increased sensitivity towards cisplatin of wild-
type cells relative to DNA-PK mutants only perceived at high
cell density? Obviously, a sort of communication may have
been required that was only possible between cells grown in
close proximity and that failed between dispersed, single cells.
Three modes of intercellular communication over short distan-
ces are known: a) the paracrine mode, for example, through
soluble cytokines or neurotransmitters, b) ligand–receptor in-
teractions between cell surfaces, for example, at the immuno-
logic synapse; and c) through gap junctions (gap-junction-
mediated intercellular communication, “GJIC”), which are tiny
channels built between and by two cells that allow the ex-
change of small molecules, that is, ions, metabolites, or secon-
dary messengers of signal transduction. Jensen and
Glazer could demonstrate that, for the presumed in-
tercellular communication, gap junctions were re-
sponsible. This was shown compellingly at several
different levels, that is, at the gene level by mutants
deficient in connexin43, a main component of gap
junctions, at the posttranscriptional level by RNA in-
terference against connexin43 mRNA, and at the
gene-product level by chemical inhibitors of gap
junctions or by forced connexin43 expression in cells
that do not express it. All approaches confirmed that
functional gap junctions were required for the ob-
served sensitive phenotype of wild-type cells treated
with cisplatin. In contrast, abolishment of gap junc-
tions or of their function rendered wild-type cells at
high density as insensitive to cisplatin as they were
at low density or as the DNA-PK mutants. This signi-
fies that gap junctions are responsible for the whole
effect, that is, they are necessary and sufficient for
the propagation of the “entire” death signal to
neighbors and that additional pathways (through cy-
tokines or receptors) play no or only a marginal role.
The absence of paracrine signaling was also largely
corroborated by a separate experiment.


By comparing the number of cell survivors at
a given cisplatin concentration, for example,
10 mg mL�1, Jensen and Glaser determined that
about 60 % of GJIC-negative cells (resistant against


intercellular killing) were killed, whereas this amount increased
to about 95 % with GJIC-positive cells (susceptible to intercellu-
lar cell killing). Thus, a substantial portion of wild-type cell
demise (about one third) was supposed to be due to intercel-
lular cell killing, which makes this phenomenon an important
factor of cisplatin action.


Theoretically, at least two possibilities exist to explain the in-
creased sensitivity of wild-type cells caused by gap junctions.
Contact of the two hemichannels (“connexons”), each one on
an adjacent cell, may elicit a mutual potentiation of the death
signal generated within the same cell by an (unknown) out-
side-in signaling mechanism or it may result in an inside-out
transmission of the death signal generated in each cell to its
neighbor. Jensen and Glazer demonstrated inside-out direc-
tionality of a death signal released by a sensitive cell to its
neighbor by showing that wild-type cells (sensitive) mixed
with Ku80�/� mutants (more resistant) and, grown at a cisplatin
concentration of 5 mg mL�1, could sensitize the mutants to an
extent that was dependent on the ratio of sensitive to resistant
cells. In order to receive the death signal from a sensitive cell,
the gap junctions of the recipient were required to be intact
(Figure 2).


Significance of the Results of Jensen and
Glazer


In general, signal transduction through gap junctions is well
documented.[68–72] Moreover, transmission of a growth-inhibition
signal or a death signal from dying cells to unsuspecting


Figure 2. Simplified scheme and open issues (denoted by question marks) of the novel
mechanism of cisplatin action suggested by Jensen and Glazer. A condensed “classical”
cytotoxic pathway is depicted for lucidity. A signal in a wild-type cell generated by DNA-
PK recognition of a cisplatin–DNA lesion is transmitted to a neighboring cell (a Ku80�/�


cell is shown here) through a gap junction (drawn here in section), thereby eliciting a
death signal in the latter cell. The signal-transmitting molecule, the signal-transduction
pathway, and the reason for the (implicit) “self-immunity” of the assassin cell are not
known. (See the text for further explanations.)
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neighbors through gap junctions has also been described in
the literature,[73–75] including the well-known “bystander” phe-
nomenon. The latter is the production both in vitro and in vivo
of transmissible, cell-to-cell effects, for example, genotoxic
damage, between hit and nonhit cancer cells individually
exposed to ionizing irradiation[76–85] or to chemotherapeutic
agents.[86] So, what then is the new dimension in the study of
Jensen and Glazer? It is the fact that decay of cells due to in-
tercellular communication and collateral injury was also shown
for cisplatin. Jensen and Glazer firmly established that gap
junctions mediate a considerable portion of cell killing by cis-
platin and that this commences at the DNA level by DNA-PK
signaling. This also provides an explanation for the earlier ob-
servation that cisplatin potentiated the effects of forced ex-
pression of connexin26 and vice versa,[75] a fact suggesting
that cisplatin may synergize with gap junctions to promote
cell death.


The results of Jensen and Glazer are of twofold benefit. First,
they add to our understanding of the differential susceptibility
of cells to cisplatin; for instance, tumor cells (growing at high
density in tissues) that are or become resistant to cisplatin may
do so, at least in part, by losing their gap junctions. In fact,
some cancerous tissues have been found to downregulate ex-
pression of connexin genes,[72, 87] a process which may render
these tissues resistant to the cisplatin regimen. Second, this
knowledge may inspire adjuvant cancer therapy on a more ra-
tional basis, that is, by (pharmacological or gene-therapy-
aided) reexpression in cancerous tissue not only of the tumor-
suppressing connexin genes as suggested[72, 75, 87] but also of
DNA-PK in combination with cisplatin treatment.


What Might Be the Signal Mediator?


What might be the, so far unknown, signal entity that traverses
gap junctions of cisplatin-treated cells? Only molecules of
�1 kDa are allowed to pass the tiny opening. In other reports
of GJIC, Ca2+ ions,[74] cyclic adenosine monophosphate
(cAMP),[68] and mediators of oxidative stress[80] have been dis-
cussed. However, Ca2+ ions may be precluded as possible mes-
sengers in the work of Jensen and Glazer, since the GJIC inhibi-
tor oleamide, which selectively restricts gap junction permea-
bility to Ca2 + ions,[74] was able to reduce cell death of wild-
type cells grown at high density down to that of wild-type
cells grown at low density. Moreover, “stretched” macromole-
cules may also come into consideration. Consider that, in an
unfolded state, proteins can get through the mitochondrial
membrane through translocases. However, newly synthesized
proteins are less likely to mediate this intercellular communica-
tion, since the transmission of the death signal occurred rapid-
ly (within 30–60 minutes). In addition, double-stranded RNA,
for example, small interfering RNAs (siRNAs) that are known to
overcome cell barriers, could probably slide longitudinally
through gap junctions rather easily. In fact, a putative siRNA
mediator could also be a direct consequence of Ku80-depen-
dent transcription, since Ku80 is known or thought to partici-
pate in additional cellular processes besides the repair of DNA,
for example, gene expression.[88]


Possible Physiological Importance of Killing
“Innocent” Cells


What is the point of killing neighbors, that is, the bystander
effect? First of all, with regard to X-ray radiation, it was demon-
strated that the bystander effect may, in fact, be detrimental
for micromass cultures of limb bud cells irradiated by a high,
challenging X-ray dose; nevertheless, at a low, conditioning
(radioadaptive) dose the bystander effect was important for
the induction of a protective response for cell proliferation and
differentiation.[77] However, a “chemoadaptive” effect on the
treated cells at low concentrations of cisplatin was not report-
ed by Jensen and Glazer. One hypothesis for the role of by-
stander effects in biological systems is that they are protective
because they terminate division in cells with collateral or possi-
bly preexisting DNA damage that is not properly repaired.[89]


Still Open Questions


In conclusion, the report of Jensen and Glazer indeed fuels in-
triguing questions, provokes several speculations, and paves
the way to further, exciting research. However, this study also
raises some issues. Firstly, Jensen and Glazer obtained clearly
different behavior in wild-type cells to that in mutant cells at
rather high cisplatin concentrations (from 3.33 mm [1 mg mL�1]
to 66.7 mm [20 mg mL�1]) ; at concentrations of <3.33 mm, the
difference was very small to nonexistent. The IC50 value for cis-
platin in most sensitive cells in culture is around 1 mm, depend-
ing on the cell line and the assay used. Since the pharmacolog-
ically relevant concentration (for example, that found in tumor
cells in animals treated with a therapeutic dose of cisplatin) is
about 5 mm,[90] it may be questioned whether the effect seen
by Jensen and Glazer at these high cisplatin concentrations
would be reflected in vivo to a significant extent. Secondly,
Jensen and Glazer mention that the effect they observed was
not noticed before, partially due to neglect of the respective
cell densities or to a possible lack of gap junctions in the
tested cells. Yet a different outcome to that found by Jensen
and Glazer has indeed been described upon DNA-PK inactiva-
tion, that is, DNA-PK mutants were markedly sensitized to cis-
platin (three- to fourfold) when compared with their respective
parental cell line.[91] In the latter work, exponentially growing
cells at very low density were exposed to cisplatin for one
hour (conditions equivalent to those of Jensen and Glazer). By
contrast, Jensen and Glazer found no difference in the viability
of mutant cells versus wild-type cells at low density. Thirdly, for
the observed effect of DNA-PK signaling in vivo upon cisplatin
damage to DNA, Jensen and Glazer claim that the kinase func-
tion of DNA-PK must be active. However, in the past, other au-
thors[29, 92] obtained evidence by in vitro assays that DNA ad-
ducts of cisplatin inhibited the DNA-PK kinase activity, the al-
leged prerequisite for the cell’s sensitization. Inhibition of the
DNA-PK phosphorylation activity is also in line with the fact
that cisplatin sensitizes tumor cells to ionizing radiation, proba-
bly through ensuing defects in double-strand break repair.[62] It
is difficult to reconcile the arising resistance found by Jensen
and Glazer with such reports demonstrating sensitivity of cells
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defective in DNA-PK. Fourthly and most importantly, it is not at
all clear what kind of pathway is supposed to generate and
convey the death signal. Jensen and Glazer determined that
wild-type cells and those mutant in Ku80 or GJIC grown at
high density were equally sensitive to DNA damage induced by
agents other than cisplatin, while Ku80�/� cells retained their
known extreme sensitivity against ionizing radiation, a result in-
dicating that the pathway might be damage specific. More-
over, Jensen and Glazer mentioned that cells deficient in MMR,
which are also known to show moderate resistance to cispla-
tin,[51, 52] did not display an apparent density dependence of the
resistant phenotype analogous to that of the DNA-PK mutants.
Therefore, the mechanism bestowing resistance through DNA-
PK inactivation must be fundamentally different to that of
MMR deficiency, or, inversely, the mechanism conferring sensi-
tivity through functional DNA-PK must be fundamentally differ-
ent to the signal transduction through MMR. In fact, the puta-
tive new mechanism might be much more peculiar than
thought at first glance. It is quite striking that the wild-type
cells supposed to generate and transmit a death signal
through DNA-PK had the same phenotype as the corresponding
DNA-PK mutants at low density, since this implies that the
former must have been immune against their own death signal-
ing (see Figure 2). However, all major known or presumed
signal cascades that are triggered by DNA damage also regu-
larly lead to repair or cell death within the cell, in which they
occur.[93] Therefore, even at low densities one would expect the
wild-type cells to be slightly more sensitive than the mutants
in the work of Jensen and Glazer. Yet the death signal sup-
posed to be produced by DNA-PK seems to have an exclusive
effect on neighboring cells and no impact on the cells that pro-
duce it. Jensen and Glazer demonstrated that wild-type cells in
the presence of cisplatin could kill the (more resistant) Ku80
mutants at high cell density. It would be interesting to also
check whether wild-type cells treated with cisplatin would be
able to kill naive (that is, untreated) wild-type cells or if the
latter would in fact be resistant to GJIC killing.


Possible Interrelations of PARP and DNA-PK in
Cisplatin Action


Overall, Jensen and Glazer showed that the generated death
signal required intact DNA-PK and had to be transmitted
through gap junctions. The events in between remain obscure.
Jensen and Glazer reported cell death of sensitive (wild-type)
cells to have been apoptotic as well as necrotic, a fact indicat-
ing that the signal transduction may involve several pathways,
for instance, interaction of DNA-PK with other sensors of DNA
damage. In this context, it is reasonable to speculate whether
PARP-1 could be implicated in the process, since PARP-1 is
known to effect cell necrosis upon the heavy DNA damage[32]


that is to be expected at the high cisplatin concentrations
used by Jensen and Glazer. Is PARP-1 able to recruit and per-
haps regulate DNA-PK? PARP-1 and DNA-PK were actually
found to colocalize at the matrix attachment regions (MARs) of
chromatin[94] and, moreover, to copurify by affinity chromatog-
raphy on “base-unpairing regions” of MARs.[95] Interestingly, Ku


autoantigen can form a molecular complex with PARP-1 in the
absence of DNA that also suggests a possible functional inter-
action between PARP-1 and DNA-PK.[95, 96] DNA-PKcs as well as
Ku70 contain poly(ADP-ribose)-binding motifs that could allow
PARP-1 to target DNA-PK through poly(ADP-ribose) and regu-
late some of its domain functions.[97] In fact, DNA-PK was
reported to be stimulated in vitro by PARP-mediated protein
ADP-ribosylation.[98] On the other hand, DNA-PK was found to
suppress PARP-1 activity in vitro, probably through direct bind-
ing,[96] in line with the in vivo result that PARP-1 deficiency can
rescue the site-specific recombination events at the gene loci
of the light- and heavy-chain immunoglobulins (V(D)J recombi-
nation) in SCID (DNA-PKcs


�) mice.[47] Finally, PARP has recently
been suggested to also provide an (alternative) route for DSB
repair that complements the DNA-PK/XRCC4/ligase IV depen-
dent NHEJ.[99] The latter may not be surprising in light of the
fact that the affinity of PARP to blunt ends in vitro has been
determined to be about tenfold higher than that of DNA-PK.[100]


In conclusion, these findings strongly suggest not only an in-
teraction but possibly also a mutual coordination of activity of
these enzymes in vivo in response to DNA damage. Therefore,
it would be interesting to check whether PARP�/� cells also dis-
play a higher resistance towards cisplatin than wild-type cells
at high density.


These last remarks round off the comments on the two con-
sidered papers, perhaps anticipating an unexpected connec-
tion of the research subjects. It is obvious that a lot more re-
search is required to clarify all the matters arising and to re-
solve the apparent contradictions. At the same time, it is
equally clear that cisplatin, thirty-five years after the discovery
of its antitumor activity in various tumor systems by Rosen-
berg, continues to be a source of utmost scientific excitement.
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1,2,3-Triazole as a Peptide Surrogate
in the Rapid Synthesis of HIV-1
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Given the ubiquitous nature of the peptide linkage in biologi-
cal molecules, replacement of the amide bond with isosteres
in potential drug candidates has been a continual goal of
many laboratories. Successful replacements will provide im-
proved stability, lipophilicity, and absorption. Many surrogates
have been introduced already,[1] yet the synthesis of many of
these isosteres in a combinatorial way is difficult and requires
several steps. Thus, the discovery of new peptide surrogates
with easier syntheses is an important achievement that could
open new opportunities for the study of amide-containing
molecules and the development of inhibitors with novel physi-
cochemical properties.


We have used the copper(i)-catalyzed azide–alkyne [3+2] cy-
cloaddition[2] as a straightforward reaction for the preparation
of inhibitor libraries. Over 100 compounds were synthesized in
microtiter plates and screened in situ. Two of these com-
pounds—AB2 (pdb-1zp8) and AB3 (pdb-1zpA)—showed the
best activity against wild type and mutant HIV-1 proteases
(Table 1).[3] AB2 and AB3, were then computationally docked
by using AutoDock3.[4] The docking simulation produced two
conformations of approximately equal energy. One conforma-
tion placed the triazole in the position normally adopted by
the peptide unit—between P2’ and P1’—in peptidomimetic
compounds. Furthermore, the central nitrogen of the triazole
was perfectly positioned to form a hydrogen bond with the
water molecule normally found under the protease flaps. This
water molecule also formed a hydrogen bond with the sul-
fonamide as seen in the crystallographic structure of amprena-
vir when bound to HIV-1 protease.[5] The other conformation
positioned the compounds in a similar place, but with the tri-
azole rotated by 180 8. This allowed for a slightly better fit of


the triazole substituent but sacrificed the hydrogen bond with
the water molecule. In this work we have solved the ambiguity
in binding conformation by solving the crystal structure of two
inhibitors derived from a library of triazole compounds with
HIV-1 protease. Interestingly, the two structures show that the
triazole ring is an effective amide surrogate that retains all hy-
drogen bonds in the active site (Figure 1).


HIV-1 protease (3 mg mL�1 in 0.025 m sodium acetate pH 5.4,
10 mm dithiothreitol, 1 mm EDTA) was combined with inhibitor
(32 mm in 50 % (v/v) dimethylsulfoxide and 2-methylpentane-
2,4-diol) at 4 8C to give a 2:1 molar ratio of inhibitor to protein,
and the mixture was centrifuged to remove the precipitate.
The complex was crystallized by the hanging-drop vapor-diffu-
sion method by mixing 9.6 mL of protease solution with 4 mL of
crystallization buffer (1.34 m ammonium sulfate, 0.1 m sodium
acetate, pH 4.8–5.4). Plates were sealed at 20 8C for one to two
weeks. Data were collected from frozen crystals at the Argonne
National Laboratory SER-CAT beamline 22-ID and with a Rigaku


Table 1. Binding constants of 1,2,3-triazole compounds to HIV-1 pro-
tease.


Compound AB2 Compound AB3
Enzyme IC50 [nm] Ki [nm] IC50 [nm] Ki [nm]


wt 6�0.5 1.7�0.1 13�0.5 4�0.5
V82F 19�1 10�0.5 n.d. n.d.
G48V 39�1 23�1 n.d. n.d.
V82A 46�1 28�1 n.d. n.d.


n.d. = not determined.


[a] Dr. A. Brik, Prof. C.-H. Wong
Department of Chemistry and the Skaggs Institute for Chemical Biology
The Scripps Research Institute
10550 North Torrey Pines Road, La Jolla, CA 92037 (USA)
Fax: (+ 1) 858-784-2409
E-mail : wong@scripps.edu


[b] J. Alexandratos, Dr. A. Wlodawer
Macromolecular Crystallography Laboratory, NCI at Frederick
Frederick, MD 21702 (USA)
Fax: (+ 1) 301-846-6322
E-mail : wlodawer@ncifcrf.gov


[c] Dr. Y.-C. Lin, Prof. J. H. Elder, Prof. A. J. Olson, Prof. D. S. Goodsell
Department of Molecular Biology, The Scripps Research Institute
10550 North Torrey Pines Road, La Jolla, CA 92037 (USA)
Fax: (+ 1) 358-784-2860
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rotating copper anode generator on a Mar345 image plate de-
tector. A minimum of 100 frames of 18 oscillation were collect-
ed for each data set and processed by using commercial
HKL2000 software.[6] The structure was solved by using molec-
ular replacement with protein monomer coordinates from a
previous structure.[7] It was then refined by using the program
SHELXL[8] and rebuilt with the molecular graphics program,
O,[9] with several rounds of manual model building and auto-
mated refinement. The final statistics for each structure are
listed in Table 2.


In both structures, the inhibitors are bound in a position
identical to that of amprenavir. The large dipole of the triazole
(>5 Debye), which bisects the ring plane near atoms N3 and
C5, and the capacity of the N2 and N3 electron lone pairs to
serve as hydrogen acceptors, taken together, make the triazole
an excellent mimic of the peptide group. In the crystallograph-
ic structures, N2 takes the position of the carbonyl oxygen,
and C5 takes the place of the amide nitrogen (Figure 2). A hy-
drogen bond is formed from the structural water molecule
that is positioned under the flaps to this nitrogen, thus locking
the inhibitors in place in the active site (Table 3). Similar hydro-
gen bonds to the N2 of 1,2,3-triazole were observed in the
structures of the acetylcholinesterase inhibitor,[10] and in the
recent structure of a triazole-modified a-helical coiled coil.[11]


This latter structure also showed a CH···O hydrogen bond from
the triazole hydrogen at the 5 position to a neighboring car-
bonyl in the modified a-helix. In the HIV-1 protease structures,
the hydrogen at the C5 position is pointed directly at the pep-


tide oxygen of Gly27, at a distance of 3.8 � in both structures,
and therefore forms a similar CH···O hydrogen bond.


In summary, we have demonstrated that the 1,2,3-triazole is
an effective replacement for a peptide group in HIV-1 protease
inhibitors. This has been illustrated with the combinatorial
modification of amprenavir by using azide–alkyne click chemis-
try followed by inhibition and structural analysis. Work is in
progress to modify existing drugs by replacing the amide
bond with a 1,2,3-triazole moiety and evaluating the effect of
amide replacement on the structure–activity relationship of
the compound.
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Figure 1. Crystal structure of 1,2,3-triazole compounds. The protein chains of
AB2 and AB3 were overlapped with those of the complex with amprenavir,
PDB entry 1hpv. The three inhibitor structures are shown. In amprenavir, the
carbon atoms are green. Nitrogen atoms 2 and 3 in the triazoles are labeled,
and the approximate locations of the protease subsites P2 to P2’ are shown.


Table 2. Statistical data for AB2 and AB3 crystal structures.


HIV protease with AB2 AB3


space group P6(1)22 P6(1)22
data resolution [�] 50–2.02 50–2.02
unit cell parameters [�] 63.1/63.1/82.1 63.1/63.1/82.5
data completeness [%] 95.9 98.3
R-sym [%] 5.4 6.8
R-factor [%] 19.6 22.0
PDB ID 1zp8 1zpA


Figure 2. Detail of hydrogen-bonding interactions in AB2. A cross section
through the active site is shown, with the protease flaps at the top and the
two active site aspartates at the bottom. The inhibitor runs horizontally
through the center. The position of amprenavir is also shown, with carbon
atoms in green. Key hydrogen bonds to the structural water molecule and
to the main chain of Gly27 are shown with black lines.


Table 3. Hydrogen bond lengths [�] .


HIV-1 protease AB2 AB3 amprenavir[a]


HOH 301 to: triazole N2 = 2.892 triazole N2 = 2.395 peptide O = 3.021
Gly27 O to: triazole C5 = 3.816 triazole C5 = 3.810 peptide N = 3.580


[a] Distances for amprenavir were taken from PDB entry 1hvp.
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[10] Y. Bourne, H. C. Kolb, Z. Radić, K. B. Sharpless, P. Taylor, P. Marchot, Proc.
Natl. Acad. Sci. USA 2004, 101, 1449 – 1454.


[11] W. S. Horne, M. K. Yadav, C. D. Stout, M. R. Ghadiri, J. Am. Chem. Soc.
2004, 126, 15 366 – 15 367.


Received: March 14, 2005
Published online on June 3, 2005


ChemBioChem 2005, 6, 1167 –1169 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1169



www.chembiochem.org






Carbohydrate-Encapsulated Gold
Nanoparticles for Rapid Target-
Protein Identification and Binding-
Epitope Mapping


Yu-Ju Chen,*[a] Shu-Hua Chen,[b] Yuh-Yih Chien,[b]


Yu-Wan Chang,[a] Hsin-Kai Liao,[a] Chih-Yang Chang,[a]


Mi-Dan Jan,[a] Ken-Tseng Wang,[b] and
Chun-Cheng Lin*[a]


The interactions of cell-surface glycoproteins and glycolipids
play important roles in cell–cell communication, proliferation,
and differentiation.[1] Combinations of saccharides, orientations
of glycosidic bonds, and branching patterns of linkages allow
complex carbohydrates to have a vast diversity of structures
for molecular recognition.[2] Thus, studies of carbohydrate-relat-


ed interactions might provide new insights into their biological
roles and reveal new possibilities for drug development.[3, 4] Dis-
closure of the carbohydrate-recognition sites by X-ray crystal-
lography and NMR spectroscopy has been a challenge due to
the difficulty of cocrystallization of targeting proteins and car-
bohydrates.[5] At present, most of the binding-epitope analysis
methodologies are time-consuming as they screen sets of
overlapping peptides spanning a known protein sequence.[6, 7]


The advent of an efficient, sensitive, general strategy to identi-
fy new carbohydrate-binding lectins and map epitopes is
awaited to unravel the complexities of carbohydrate recogni-
tion.


Recent developments in mass spectrometry have greatly ex-
panded the possibility of characterizing unknown proteins, in-
cluding mapping of protein glycosylation sites.[8] Despite the
advantages, the simultaneous characterization of the hundreds
to thousands of proteins present in a complex medium still re-
mains a challenge.[9] However, when mass spectrometry is
combined with a biologically active probe to rapidly and spe-
cifically target proteins of interest, this targeted proteomic ap-
proach can accelerate research for class-specific proteins or bi-
omarkers.[10] Recently, metal nanoparticles have been used in
biological separation and promise to be superior to microbe-
ads.[11] Furthermore, biomolecule-conjugated gold nanoparti-
cles (AuNPs) are the most popular probes because of their
readily assembling with thiolated molecules, their large area/
volume ratio for investigating three-dimensional interactions,
and their ease of separation by centrifugation.[12, 13] However,
the use of functionalized nanoparticles as probes combined
with mass spectrometry for carbohydrate–protein recognition
studies has not been explored.


We report here a new approach of using carbohydrate-en-
capsulated AuNP (c-AuNP) as an affinity probe for the efficient
separation and enrichment of target proteins, and then protein
identification and epitope mapping by MALDI-TOF MS. The
analytical scheme of the approach, nanoprobe-based affinity
mass spectrometry (NBAMS), is illustrated in Scheme 1. Unlike
other mass spectrometry-based affinity capture approaches
that make use of agarose beads[14] or biochips,[15] the core
component of our scheme is a nanosized biologically active af-
finity probe. Target proteins can be affinity captured from a
mixture by the nanoprobe and directly analyzed on-probe by
MALDI-TOF MS. Most significantly, once target proteins have
been captured, on-probe digestion followed by removal of un-
bound peptides allows rapid mapping of carbohydrate-recog-
nition peptide sequences in the proteins.


To demonstrate the general applicability of the NBAMS tech-
nique in tackling carbohydrate–protein interactions, proof-of-
principle was performed for the specific capture and identifica-
tion of the galactophilic lectin Pseudomonas aeruginosa lectin I
(PA-IL) by using c-AuNP. The medium-range affinity (Ka~3.4 �
104


m
�1)[16] of monomeric d-galactose for PA-IL was enhanced


by assembling sugars on nanoparticles. The resulting multiva-
lent interactions[17] between c-AuNP and PA-IL facilitated highly
specific and stable surface affinity separation. To probe the
subtle variations in the carbohydrate-binding domain of PA-IL,
two carbohydrates—galactose and Pk antigen (Gala1!
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4Galb1!4Glc; abbreviated as g-AuNP and Pk-AuNP, re-
spectively)—were encapsulated on the gold nanoparti-
cle as shown in Scheme 2. Compound 3 was synthe-
sized by glycosylation of bromide 2 with ethylene
glycol acceptor 7 and then treated with thioacetic acid,
followed by hydrolysis to give thiogalactosyl dimer
4.[18, 19] The g-AuNP 1 was prepared by treating HAuCl4


with 4 in the presence of NaBH4.[18, 19] The preparation
of Pk-AuNP 2 is similar to that of g-AuNP, except that Pk


dimer 6 was obtained by cou-
pling compound 5[20] with cysta-
mine 8. The average diameter of
both AuNPs, determined by
TEM, is 4�1 nm (Figure 1).
Before addition of PA-1L, the g-
AuNPs were dispersed on the
grid, whereas intermolecular
binding with multivalent PA-1L
induced g-AuNP agglutination.


To access the capture specific-
ity and enrichment effect of g-
AuNP 1, the nanoparticles were
incubated with a mixture of pro-
teins (PA-IL, enolase, alcohol de-
hydrogenase, and myoglobin) in


phosphate-buffered saline. After separation of the
nanoparticles by centrifugation, the pellet containing
g-AuNPs was washed with 25 mm ammonia bicar-
bonate followed by direct “on-g-AuNP” MALDI-TOF
MS analysis. The mass spectrum in Figure 2 A reveals
the specificity of NBAMS, with a single peak corre-
sponding to PA-IL at m/z = 12 758.8 (the theoretical
average mass is 12 762). The clean mass spectrum
demonstrates the advantages of NBAMS in providing
simultaneous on-g-AuNP protein isolation, enrich-
ment, and sample desalting without the necessity of
additional steps. No detectable background peak
was observed to arise from the g-AuNP in control ex-
periments (Figure 2 B). Figure 2 C shows the complex
MALDI spectrum of the protein mixture in which the
PA-IL was barely observed due to low abundance
(4 % of molar fraction) and the ion-suppression
effect.[21] Experiments to test the detection sensitivity
of the NBAMS approach demonstrated that femto-
mole concentrations of PA-1L (10 ng mL�1) were
readily detectable. A series of dilution experiments of
a 100 mL solution (4.7 mm–0.78 nm for the extraction
of PA-IL from the protein mixture) were performed,


Scheme 1. The analytical scheme of the NBAMS technique for the specific capture of target proteins and the
rapid mapping of binding-epitope-containing peptides.


Scheme 2. Synthesis of g-AuNP (1) and Pk-AuNP (2). a) 7, Ag2CO3, drierite, CH2Cl2, RT,
16 h; b) AcSH, azobisisobutyronitrile, MeOH, 75, 12 h; c) NaOMe (cat), MeOH, RT, 10 min.
d) HAuCl4, NaBH4. e) 8, 1-(3-dimethylaminopropyl)-3-ethylcarbodiimide hydrochloride,
1-hydroxy 1H-benzotriazole, CH2Cl2, RT, 14 h.


Figure 1. TEM micrographs and size distribution of g-AuNP before (left) and 1 h after
(right) addition of 6 mm PA-1L. This image was measured from the agglutinated fraction.
The average diameter of AuNPs is 4�1 nm as determined by TEM and from a corre-
sponding size-distribution histogram.
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and we were able to detect
0.78 nm PA-1L, which is equiva-
lent to 78 fmol of PA-1L (see
also Supporting Information).


A major feature of the NBAMS
approach is the advantage of
on-probe identification of un-
known target proteins by mass
spectrometry. To confirm the
identity of the captured protein,
the g-AuNP pellet was subjected
to in situ digestion with chymo-
trypsin. Figure 3 A shows the
representative peptide mass fin-
gerprinting map of chymotryp-
tic peptides, matched to PA-IL
(Swiss-Prot Q05097) in Table 1.
Mass spectrometric protein
identification provides potential
applications in discovering
novel receptors and, particularly,
the simultaneous identification
of multiple class-specific pro-
teins.


To investigate whether the
new affinity approach can be a
rapid method for probing the
noncovalent carbohydrate-bind-
ing epitopes of the target pro-
tein, the g-AuNP-captured PA-IL
was subjected to direct in situ
g-AuNP digestion by chymo-
trypsin without denaturing the
native protein structure. Chymo-
trypsin was chosen because
many cleavage sites on the PA-
IL sequence can be accessed to
generate small proteolytic cleav-
age products. Thus, carbohy-
drate-binding sites can be locat-


ed precisely. After centrifugation, the peptides re-
maining affinity-bound to the g-AuNP were analyzed
by MALDI-TOF MS (Figure 3 B). The mass spectrum
revealed one dominant peak, R83–Y105 (P6) and two
minor peaks, A1–Y36 (P14) and R83–S121 (P15); this
indicated that at least two discontinuous domains of
PA-1L were involved in g-AuNP-specific recognition.


Recently, the high-resolution crystal structure of
tetrameric PA-IL with galactose and calcium was re-
ported,[16] and all the binding residues were observed
in the mass spectrum of g-AuNP-bound peptides
(Figure 3 B). The most intense peak (P6) suggests the
position of the relatively strongest binding site, in
which three binding residues—Asp100, Val101, and
Thr104—are involved in specific galactose recogni-
tion. Given the fact that PA-1L has only a moderate


Figure 2. MALDI-TOF mass spectra of specific binding of PA-IL with g-AuNP. A) Selective
enrichment and on-g-AuNP clean-up of PA-IL; B) g-AuNP; C) a mixture containing enolase
(26 mm), alcohol dehydrogenase (71 mm), myoglobin (1 mm), and PA-IL (5 mm).


Figure 3. Mapping galactose-binding peptides by protease digestion and the NBAMS technique. A) Peptide mass
fingerprinting map of PA-IL captured by g-AuNP. B) MALDI-TOF mass spectrum of the g-AuNP-binding peptides.
C) MALDI-TOF mass spectrum of the PK-AuNP-binding peptides. D) MS/MS spectrum of the g-AuNP-binding pep-
tide at m/z 2562.3.
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affinity for galactose and the shallowness of the binding site,[16]


why the 23-mer peptide (P6) was still bound to the g-AuNP
after digestion remains an interesting question. We believe
that the immobilization of galactose on AuNPs will increase
the ligand surface density and accessibility with a concomitant
enhancement in biocapture. The binding of NP with chymo-
tryptic peptides from digestion of free PA-1L was also evaluat-
ed; however, g-AuNP showed a lower binding capability with
free chymotryptic peptides. The binding of His50/Gln53 and
Asn107/Asn108 was observed in the peptides at P7 and P15,
respectively. Additionally, the peptide at P14 (the second most
intense peak) contains Tyr36, which makes hydrophobic con-
tact with C1 and C2 of galactose.[16] The unexpected observa-
tion of P10 (A1–W33) might be caused by an interaction be-
tween the peptide and the poly(ethene glycol) linker. Our re-
sults demonstrate that NBAMS is capable of analyzing discon-
tinuous binding epitopes in lectin; this reflects the three-di-
mensional carbohydrate–protein interaction in solution.


The general capability of the epitope-mapping technique
was also tested on the lower-affinity interaction of mannose
with Con A (Ka~103


m
�1).[22] The results were also in good


agreement with the literature (unpublished data).
It has been reported that the binding affinity of galactoside


(Gal) with PA-1L showed the descending order of Pk antigen>
a-monogalactoside>b-monogalactoside.[23] The different bind-
ing epitopes of PA-IL with the a-galactoside-containing trisac-
charide Pk were examined. Figure 3 C shows that the Pk-AuNP
binding peptides were similar to those of g-AuNP; this sug-
gests that Pk-AuNP interacts with PA-IL mainly through the ter-
minal Gal of the Pk antigen. Compared with the g-AuNP bind-
ing peptides, the major differences include the appearance of


two peptides A8–W42 (P13) and A1–W42 (P17), and the in-
creased relative intensities of three peptides, G43–M67 (P7),
A1–W33 (P10), and R83–S121 (P15). These might be due to a
subtle change in the orientation of the a-Gal of the Pk antigen
that results in enhanced binding affinity of PA-IL with Gal.
These results clearly demonstrated that the NBAMS approach
can reflect the change of interaction modes with different car-
bohydrates. Finally, the advantage of mass spectrometry as a
readout for peptide sequencing is shown in the MALDI-MS/MS
spectrum of the bound peptide (P6), which depicts several
fragment ion series,[24] an, bn, and cn (Figure 3 D), that confirmed
the sequence of the peptide R83–Y105 bound to galactose.


In summary, we have demonstrated the feasibility of carbo-
hydrate-functionalized nanoprobes for the simultaneous en-
richment and isolation of target proteins from a mixture at the
femtomole level, and subsequent protein identification and
mapping of the binding-epitope-containing peptides with min-
imum sample handling. Given the flexibility and ease of adapt-
ing functionalized nanoprobes to ligand-fishing of class-specif-
ic proteins, the rapid NBAMS approach shows promise in
profiling the proteome in a specific binding-dependent
manner. The effective identification of ligand-binding epitopes
will provide a wealth of information for understanding ligand–
receptor recognition.
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Anticancer drugs that perturb mitosis, for example, vinca alka-
loids, taxol and epothilone, play a major role in the therapy of
malignant diseases. One of their major drawbacks is that they
are all directed against the same protein, tubulin—the micro-
tubule subunit which forms the mitotic spindle.[1, 2] However,
microtubules are also involved in many other cellular processes
such as maintenance of organelles and cell shape, cell motility,
synaptic vesicles and intracellular transport phenomena.[3, 4, 5] In-
terference with their formation or depolymerisation often
leads to dose-limiting side effects like, for example, neuro-
toxicity.


The discovery of a new class of proteins, the mitotic kinesins,
presents a novel approach to cancer treatment.[6] These pro-
teins are exclusively involved in the formation and function of
the mitotic spindle and some of them are only expressed in
proliferating cells.[7, 8] Their inhibition leads to cell cycle arrest
and ultimately to apoptosis without interfering with other mi-
crotubule-dependent processes.[6]


The mitotic kinesin, Eg5 (also called kinesin-5 or kinesin spin-
dle protein, KSP) plays an important role in the early stages of
mitosis. It mediates centrosome separation and formation of
the bipolar mitotic spindle.[9] Inhibition of Eg5 leads to cell-
cycle arrest during mitosis and cells with a monopolar spindle,
so-called monoasters.[10] In 1999 the screening of a large library
of synthetic compounds identified racemic monastrol, a 4-aryl-
3,4-dihydropyrimidin-2(1H)-thione derivative, as the first small-
molecule inhibitor of Eg5.[11] Monastrol is a moderate allosteric
inhibitor (IC50 = 30 mm) of Eg5[12] which binds some 12 � away
from the nucleotide binding site of the protein. In doing so, it
triggers both local and distal structural changes throughout
the motor domain.[13] In the meantime, four other inhibitors
of Eg5 have been published: terpendole E (IC50 = 14.6 mm),
S-trityl-l-cysteine (IC50 = 1.0 mm), HR22C16 (IC50 = 0.8 mm) and
CK0106023 (IC50 = 12 nm)[14–17] . According to recent investiga-
tions monastrol does not display any neurotoxicity in fact,
short-term treatment with monastrol has been reported to en-
hance axonal growth—in contrast to anticancer drugs such as
the taxanes which are highly deleterious to axonal formation
and growth. There is no indication of any kind of toxicity
caused by monastrol to cultures of sympathetic neurons over
longer exposure times.[18] For the other Eg5 inhibitors men-
tioned above such studies have not been reported. For these
reasons we focused on the development of potent, specific
and cell permeable monastrol analogues. Here we describe the
discovery of such derivatives and their inhibitory activity
against Eg5 as well as their ability to inhibit cell division.


The monastrol analogues 1–4 (Scheme 1 A, B) were synthe-
sized as racemic mixtures by using the Biginelli reaction. Either
the appropriate aldehyde, urea and ethyl acetoacetate,[19] were
heated or the appropriate aldehyde, urea or thiourea and the
1,3-dicarbonyl compound were irradiation together with poly-
phosphate ester (PPE) in a domestic microwave oven[20–23]


(Scheme 1 A, B and Table 1). Alcohol 5 was synthesized from
4 a by selective Luche reduction of the 5-carbonyl function
and used as a 3:1 diastereomeric mixture—every diastereomer
as enantiomeric mixture (Scheme 1 C).[24]


Subsequently we screened 40 compounds for their ability to
inhibit Eg5 by using an in vitro steady-state ATPase assay. We
found that most of the synthesized compounds were less
potent Eg5 inhibitors as compared to 36 % inhibition by mon-
astrol (2 c). Nine of the compounds showed less than 5 % in-
hibition of Eg5 activity under the assay conditions (Table 2).
Three compounds, however, were significantly more potent
than monastrol (Figure 1 A, Table 2). The assay showed that en-
hancement of inhibition cannot be achieved by variation of
the aromatic substitution pattern of the 4-aryl moiety in 4-aryl-
3,4-dihydropyrimidin-2(1H)-ones or -thiones, compared to
monastrol (2 c). Furthermore, the use of sterically demanding
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residues at the 4-position, like naphthyl- or styryl-residues, led
to a decreased Eg5 inhibition (e.g. , compounds 2 o and 2 p).
Also, substitution of the methyl group by a phenyl group at 6-
position of the 3,4-dihydropyrimidin-2(1H)-thione scaffold re-
sulted in a decrease of Eg5 inhibition as demonstrated by the
monastrol analogue 3 a. Nevertheless, compounds with a thio-
carbonyl group in 2-position, in general showed higher inhibi-
tion levels than the same compounds with a carbonyl group at
this position (for example compound 1 e vs. 2 c). However, a
distinct increase in Eg5 inhibition compared to monastrol was
achieved with the bicyclic compounds 4 a, 5 and particularly
4 b. Taken together, these results show that the thiocarbonyl
group at 2-position as well as the 3-hydroxyphenyl group at 4-
position of the 4-aryl-3,4-dihydropyrimidin derivatives seem to
be necessary for high inhibition levels of the mitotic kinesin,
Eg5. However, a 3-carboxyphenyl group at 4-position of the
heterocyclic part of these derivatives is also tolerated. In fact,
the corresponding derivative 2 u has a similar potency to mon-
astrol (IC50 = 32 mm). Furthermore, conformational rigidization
through cyclisation of the side chains, which results in a cyclic
ketone, leads to a significantly better inhibition compared to
monastrol. Reduction of the carbonyl group (4 a) to the corre-
sponding alcohol does not affect inhibitory properties. Howev-
er, the two additional methyl groups at 7-position in 4 b lead


to a distinct increase of Eg5 inhibition com-
pared to 4 a. These results are supported by
data from the molecular modelling program
MOLOC[25, 26] based on the published X-ray
structure of monastrol with Eg5.[13] Especially
the methyl group with syn-orientation relative
to the phenol ring, established strong, attrac-
tive interactions with the protein. The aromatic
ring of Tyr211 and the side chains and back-
bones of Glu215 and Ala218 are involved in
this interaction.


We propose the names enastron (4 a), dime-
thylenastron (4 b) and enastrol (5) for these
compounds (Greek en = one, astron = aster,
star). We measured the IC50 values for these
three significantly improved inhibitors and
found that enastron and enastrol had an IC50 of
2 mm, that is, they were more than ten-times
more potent inhibitors of Eg5 as compared to
monastrol, which has an IC50 of 30 mm (Fig-
ure 1 B, D). Dimethylenastron with an IC50 of
200 nm, was more than 100-times more potent


Scheme 1. Synthesis of monastrol analogues. A) Synthesis of 1 a–j, 2 a–w and
3 a–c derivatives. B) Synthesis of enastron (4 a) and dimethylenastron (4 b) ;
yields are 13 % and 22 %, respectively. C) Synthesis of enastrol (5). Method A:
105 8C, 2 h; method B: polyphosphate ester, microwave irradiation.


Table 1. 4-aryl-3,4-dihydropyrimidin-2(1H)-ones (1 a–j) and 4-aryl-3,4-dihy-
dropyrimidin-2(1H)-thiones (2 a–w, 3 a–c).


Compound R1 R2 R3 X yield [%] method


1 a 4-(OMe)-C6H4 OEt Me O 63 A
1 b 4-(N(Me)2)-C6H4 OEt Me O 34 A
1 c 3-(F)-4-(OMe)-C6H3 OEt Me O 29 A
1 d 2-(NO2)-C6H4 OEt Me O 31 B
1 e 3-(OH)-C6H4 OEt Me O 26 B
1 f 2-(NO2)-5-(OH)-C6H3 OEt Me O 67 B
1 g 3,5-(F)2-C6H3 OEt Me O 60 B
1 h 3-(Br)-C6H4 OEt Me O 54 B
1 i 2-(Br)-C6H4 OEt Me O 47 B
1 j 3-(F)-C6H4 OEt Me O 77 B
2 a C6H5 OEt Me S 22 B
2 b 2-(NO2)-C6H4 OEt Me S 38 B
2 c 3-(OH)-C6H4 OEt Me S 39 B
2 d 2-(NO2)-5-(OH)-C6H3 OEt Me S 39 B
2 e 3,5-(F)2-C6H3 OEt Me S 61 B
2 f 3-(F)-4-(OMe)-C6H3 OEt Me S 70 B
2 g 3-(Br)-C6H4 OEt Me S 59 B
2 h 2-(Br)-C6H4 OEt Me S 58 B
2 i 3-(F)-C6H4 OEt Me S 8 B
2 j 2-Furfuryl OEt Me S 9 B
2 k 1-Naphthyl OEt Me S 33 B
2 l 2,5-(OMe)2-C6H3 OEt Me S 18 B


2 m 3-(NO2)-C6H4 OEt Me S 43 B
2 n 4-(NO2)-C6H4 OEt Me S 33 B
2 o 2-Naphthyl OEt Me S 50 B
2 p Ph-CH = CH OEt Me S 11 B
2 q 2-(NO2)-4-(N(CH3)2-C6H3 OEt Me S 9 B
2 r 2-(OCF3)-C6H4 OEt Me S 57 B
2 s 2-(NO2)-Ph-CH = CH OEt Me S 12 B
2 t 2-(CF3)-C6H4 OEt Me S 36 B
2 u 3-(COOH)-C6H4 OEt Me S 28 B
2 v 4-(COOH)-C6H4 OEt Me S 33 B
2 w 4-(NO2)-Ph-CH = CH OEt Me S 12 B
3 a 3-(OH)-C6H4 OEt Ph S 63 B
3 b 3-(COOH)-C6H4 OEt Ph S 37 B
3 c 4-(COOH)-C6H4 OEt Ph S 31 B
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than monastrol (Figure 1 C). All three compounds inhibited Eg5
activity completely at concentrations above the IC50. In control
experiments inhibition of kinesins belonging to five other kine-
sin subfamilies (kinesin-1, kinesin-4, kinesin-7, kinesin-10 and
one ungrouped—originating from 4 different organisms) was
not observed with these three compounds (see Supporting
Information). This indicates that the inhibition of Eg5 is
specific.


We then tested the effect of enastron, dimethylenastron and
enastrol on exponentially growing cultured human cells. HeLa
cells were incubated for 18 h in medium supplemented with
various concentrations of one of the three compounds, monas-
trol or DMSO. Cells were then fixed and analyzed by fluores-
cence-activated cell sorter (FACS) analysis and immunofluores-
cence (Figure 2). FACS analysis showed that monastrol blocked
cells efficiently in the G2/M phase of the cell cycle (74 %) at
100 mm. A lower concentration (10 mm) promoted only a very
small increase in the number of G2/M cells (31 % versus 23 %
in the control). This is in agreement with previous reports.[11]


The three compounds tested also blocked cells in G2/M but
did so at considerably lower concentrations than monastrol.
Indeed, 10 mm enastron or enastrol had the same effect as
100 mm monastrol, promoting the accumulation of 77 % of


Table 2. Screening of the synthesized compounds for Eg5 inhibition. The
inhibition values were determined by ATPase assay and are indicated as
a percentage of the solvent only control. Results are the means of two
independent measurements. The final concentration of the compounds
in the screening assay was 46 mm.


compound inhibition [%] compound inhibition [%]


1 a 6 2 k 12
1 b 0 2 l 3
1 c 12 2 m 0
1 d 3 2 n 0
1 e 27 2 o 0
1 f 15 2 p 6
1 g 18 2 q 22
1 h 23 2 r 12
1 i 14 2 s 23
1 j 19 2 t 12
2 a 4 2 u 33
2 b 23 2 v 20
2 c (monastrol) 36 2 w 14
2 d 19 3 a 26
2 e 23 3 b 16
2 f 21 3 c 11
2 g 14 4 a (enastron) 59
2 h 23 4 b (dimethylenastron) 66
2 i 17 5 64
2 j 3


Figure 1. Inhibition of the microtubule-stimulated ATPase activity of Eg5. A) Relative inhibition of Eg5 by selected compounds in the initial screen. Eg5 inhibi-
tion is dependent on the concentrations of the three best inhibitors identified in the screen. B) Enastron (4 a), C) dimethylenastron (4 b) and, D) enastrol (5) as
compared to monastrol (2 c).
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cells in G2/M. Strikingly, only 1 mm dimethylenastron was suffi-
cient for the accumulation of 75 % of the cells in G2/M cells.
No cell cycle distribution abnormalities were observed in cells
treated with 0.1 mm dimethylenastron. We therefore looked at
the effect of intermediate concentrations of this compound
and found that 0.5 mm dimethylenastron resulted in the accu-
mulation of 47 % of cells in G2/M. The concentrations required
for mitotic arrest were similar to those required for the in vitro
inhibition of Eg5 activity. This suggests a mechanism for cell-
cycle arrest mediated specifically through Eg5 inhibition.


One useful characteristic of monastrol is that it is
nontoxic to cells when applied transiently—once
washed out, cells resume mitosis. We therefore
tested whether the three new compounds also
shared this property. HeLa cells were incubated with
various concentrations of the different compounds.
After 18 h the compounds were washed out and the
cells incubated in fresh medium for 24 h before anal-
ysis. Cells were found to have reentered cell cycle
under the conditions tested. This indicated that like
monastrol, the three new compounds can be
washed out from the cells and are nontoxic (data
not shown).


We then examined the morphology of cells treat-
ed with the different compounds with immonufluor-
escence by using an anti-tubulin antibody and
Hoechst to stain DNA. The same phenotype that is
typical for Eg5 inhibition was observed for monastrol
and the three test compounds: cells were arrested in
mitosis with a radial arrangement of microtubules
and chromosomes (Figure 2).


Finally, we tested whether the compounds would
generate the same effect in Xenopus egg extracts as
with HeLa cells. 100 mm monastrol, 10 mm enastron
or enastrol or 1 mm dimethylenastron were added to
a Xenopus egg extract. Spindle assembly was moni-
tored and we found that all compounds inhibited bi-
polar spindle formation and promoted the formation
of circular figures formed by radial arrangement of
microtubules and chromosomes (data not shown) as
was previously described for monastrol[11] and as we
observed with cultured cells.


In summary we have identified novel, specific and
very potent cell-permeable inhibitors of the mitotic
motor, Eg5. These inhibitors of the quinazoline-
2(1H)-thione class of compounds were obtained by
modifying the 4-aryl-3,4-dihydropyrimidin-2(1H)-
thione scaffold of monastrol in a systematic fashion.
The most potent compound, dimethylenastron, is up
to more than 100-times more potent than monas-
trol, both in vitro and with arresting mitosis of cul-
tured cells. Comparisons between more and less
potent compounds of a synthesized library of mon-
astrol derivatives allowed us to establish the struc-
ture–activity relationship of this class of inhibitors.
These novel inhibitors have the potential to be very
potent anticancer drug candidates.[27]
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Histidine Residue at Position 234 of
Oxidosqualene-Lanosterol Cyclase
from Saccharomyces cerevisiae
Simultaneously Influences
Cyclization, Rearrangement, and
Deprotonation Reactions


Tung-Kung Wu,* Yuan-Ting Liu, and
Cheng-Hsian Chang[a]


Oxidosqualene cyclases catalyze the biotransformation of acy-
clic (3S)-2,3-oxidosqualene (OS) to a variety of polycyclic sterols
and triterpenoids, generating over 100 distinct triterpenoid
skeletons with the formula C30H50O.[1–3, 4 and references therein] Product
specificity is species-dependent and precisely controlled by the
prefolded substrate conformation as well as by interactions be-
tween the carbocationic intermediate for deprotonation and
the functional groups of catalytic amino acid residues of the
enzyme. The transformation mechanisms of this single class of
enzymes can vary widely. For example, the triterpenes lanoster-
ol, cycloartenol, and parkeol are formed from a preorganized
chair–boat–chair substrate conformation of OS, and cationic
cyclization to the protosteryl cation is followed by skeletal rear-
rangements until the final deprotonation step. Formation of
the pentacyclic b-amyrin and lupeol proceed similarly except
that OS is in the chair–chair–chair conformation (this results in
stereochemical differences in the products relative to the
chair–boat–chair substrate conformation), and the cationic cyc-
lization to the dammarenyl cation is followed by annulation of
a fifth ring.


Various strategies have been used to probe the complex
cyclization/rearrangement reaction mechanism, both for the
purpose of understanding these complex enzymes and also to
engineer cyclases to generate new product profiles. For exam-
ple, site-directed mutagenesis was used to identify the resi-
dues responsible for the product specificity of b-amyrin syn-
thase (PNY) and lupeol synthase (OEW). Two residues of PNY
from Panax ginseng, Trp259 and Tyr261, were found to play im-
portant roles in the reaction mechanism to direct b-amyrin
and/or lupeol formation.[5] We and others independently iden-
tified several critical residues from oxidosqualene-lanosterol cy-
clase (ERG7) from Saccharomyces cerevisiae and oxidosqualene-
cycloartenol synthase (CAS) from Arabidopsis thaliana, and
demonstrated their roles in facilitating tetracyclic formation
and/or stabilizing the lanosteryl cation for deprotonation, as
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well as in changing product specificity from cycloartenol to
lanosterol production.[4, 6–11] However, no residues or cationic in-
termediates that act catalytically in substrate prefolding or the
rearrangement process have been identified.


We have initiated studies designed to yield a detailed under-
standing of the mechanism of product differentiation exhibited
by ERG7 and CAS, both of which utilize chair–boat–chair sub-
strate conformations and proceed from cationic cyclizations to
a protosteryl cation. We are engineering mutant enzymes with
conservative amino acid substitutions at residues putatively in-
volved in differentiating chair–boat–chair from chair–chair–
chair conformations, or in defining the rearrangement mecha-
nism, and characterizing their catalytic reaction mechanism
and product profiles. A residue of particular interest is His234
of ERG7, which some studies suggest is the catalytic base, and
others suggest acts to stabilize reaction intermediates.[2, 12–15]


CAS also has a histidine at the corresponding position, while
PNY and OEW both have Tyr (Tyr261 in PNY). On the one hand,
mutagenesis studies of His234 in ERG7, demonstrated that
His234Ala was nonfunctional while His234Phe was active, and
therefore suggested a model in which the residue at that posi-
tion functioned as the catalytic base.[12, 13] However, no product
isolation and characterization was performed with this mutant
enzyme to investigate its effects on catalysis. The correspond-
ing residue in the related enzyme squalene-hopene cyclase
(SHC) of Alicyclobacillus acidocaldarius is Trp169. Various muta-
tions at Trp169 of SHC led to the production of several abor-
tive cyclization products; this implicated that residue and
His234 of ERG7 in the stabilization of the C20 protosteryl
cation, rather than as a catalytic base.[16] On the other hand,
the crystal structure of human oxidosqualene-lanosterol cy-
clase (OSC) suggests a functional role of the His234 residue in
stabilizing the C-ring formation, whereas another residue,
Tyr510, would be positioned to function as the catalytic base
when hydrogen-bonded to the His234 residue.[15] We have pre-
viously reported that mutation of Tyr510 in ERG7 leads to the
formation of multiple triterpene products including achilleol A,
camelliol C, lanosterol, and parkeol.[4]


To further examine the role of His234 in catalysis and prod-
uct selection, and its interaction with Tyr510, we examined
two mutant ERG7 proteins, His234Tyr and the double mutant
His234Tyr Tyr510Ala. We report the isolation of multiple triter-
penes, including incompletely cyclized, truncated rearranged,
and alternatively deprotonated products, from a strain express-
ing ERG7H234Y as its only oxidosqualene cyclase. Moreover, a
truncated rearrangement product, protosta-12,24-dien-3b-ol,
was isolated and characterized for the first time from an ERG7/
CAS-catalyzed reaction; this suggests an important role for
H234 in stabilizing the cationic intermediate generated in the
rearrangement process. The ERG7H234Y/Y510A mutant, in contrast,
yielded only lanosterol ; this suggests that there is rigorous
control of product distribution upon alteration of the active
site structure. Our data are consistent with a role for His234 in
intermediate stabilization rather than as a catalytic base.


Plasmids carrying the ERG7H234Y or ERG7H234Y/Y510A mutants
were constructed by PCR and transformed into a cyclase-defi-
cient S. cerevisiae strain, TKW14. TKW14 is a CBY57-derived


HEM1 ERG7 double-knockout strain that is only viable when
supplied with exogenous ergosterol.[4, 17, 18] TKW14 expressing
wild-type ERG7 on a plasmid does not need exogenous ergo-
sterol due to the cyclase activity of ERG7.[4] TKW14 carrying the
ERG7H234Y or ERG7H234Y/Y510A mutant was also viable in the ab-
sence of ergosterol, this indicated that both mutants retained
the essential activity of ERG7. To analyze the product profile re-
sulting from expression of the mutant ERG7 proteins, we grew
the strains in liquid media, harvested the cells, prepared nonsa-
ponifiable lipid (NSL) extracts, and used thin-layer chromatog-
raphy and gas chromatography–mass spectrometry (GC-MS) to
detect products.


In the case of the strain expressing ERG7H234Y, several triter-
penoids with a molecular mass of m/z = 426 were detected.
Chromatographic purification isolated a NSL product that mi-
grated between oxidosqualene and lanosterol, and was later
identified as the monocyclic triterpene achilleol A by compari-
son of its GC-MS and NMR data with those of standard com-
pounds.[11] In addition, a major-product mixture was observed
that was indistinguishable from lanosterol (LA) when examined
by TLC and high-performance liquid chromatography (HPLC).
The compounds in this major-product mixture were acetylated
and loaded onto a AgNO3-impregnated silica gel column for
separation. Preparative argentic column chromatography yield-
ed three pure compounds, two of which were indistinguish-
able from authentic lanosteryl acetate and parkeyl acetate
standards by 1H and 13C NMR as well as by GC-MS.[4]


The third product from the mixture was deacetylated and
characterized de novo by using GC-MS, 1H and 13C NMR, distor-
tionless enhancement by polarization transfer (DEPT), HMBC,
HSQC, and NOE spectra. The 150 MHz 13C NMR spectrum of
this compound revealed the presence of two tertiary–quater-
nary substituted double bonds (d= 119.78, 148.76, and 125.12,
130.99 ppm). The 600 MHz 1H NMR spectra also showed the
presence of seven methyl singlets (d= 1.662, 1.580, 1.013,
0.954, 0.943, 0.878, 0.833, s, 3 H) and one methyl doublet (d=


0.905, d, J = 6.76 Hz, 3 H), as well as two vinylic protons (d=


5.277 and 5.076, t, 1 H). The HSQC spectrum showed that the
methyl protons at d= 0.954 are attached to the carbon at
22.65 ppm and that the methyl protons at d= 0.878 are at-
tached to the carbon at 19.92 ppm. For the olefinic protons,
the HSQC spectrum established that the vinylic proton at d=


5.277 is attached to the carbon at 119.78 ppm. Further, NOEs
observed between Me-19/Me-28, Me-30/H-5, and Me-18/H-9 as
well as the absence of NOEs between Me-18/H-17 and Me-19/
Me-30 confirmed the structure as protosta-12,24-dien-3b-ol, a
product with D12,24 double bonds.[19]


Once these products had been identified, GC-MS analysis of
the original NSL extract was used to determine the ratios of
products present in the S. cerevisiae ERG7H234Y mutant extract :
achilleol A (monocyclic), protosta-12,24-dien-3b-ol (C12 depro-
tonation), lanosterol (C8 deprotonation), and parkeol (C11 de-
protonation) in relative ratio of 14:26:51:9 (Scheme 1). This is
the first report of a truncated rearrangement product (proto-
sta-12,24-dien-3b-ol) generated from substrates in the chair–
boat–chair prefolded conformation by ERG7/CAS cyclases.
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In contrast to this complex product yield from the ERG7H234Y


extract, lanosterol was the sole product observed in the
AgNO3-impregnated TLC and GC-MS results from the NSL ex-
tract of the strain expressing ERG7H234Y/Y510A ; this is consistent
with the notion that the absence of basic residues in the prox-
imity of the charge of the protosterol cation avoids premature
truncation by deprotonation.[15]


We were intrigued by the question of how the enzymatic ac-
tivity of ERG7 was altered by the H234Y mutation to yield the
different cyclization products shown in Scheme 1. It appears
that the enzyme first initiates cyclization of OS from a chair–
boat–chair conformation to a monocyclic C10 cation (lano-
sterol numbering). Specific deprotonation at C10 results in the
production of achilleol A. Further cyclizations generate the tet-
racyclic protosteryl C20 cation, which then rotates about 60 8
to generate the natural C-20R configuration, with the 17b-side
chain. Then, a backbone rearrangement of H-17a!20a,
H13a!17a 1,2-hydride shift to generate the C13 cation with
elimination of H-12b yields protosta-12,24-dien-3b-ol with a
D12 double bond. The formation of lanosterol from the C13
cation involves two additional methyl-group shifts (Me-14b!
Me-13b, Me-8a!Me-14a) to form the lanosteryl C8 cation.
Lanosterol formation is completed by a final deprotonation,
either abstracting the proton originally at C9 or after a hydride
shift from C9 to C8. Parkeol is formed after a hydride shift from
C9 to C8, followed by C11 proton abstraction.


His234 of S. cerevisiae ERG7 corresponds to His232 in human
oxidosqualene-lanosterol cyclase (OSC) and to Tyr261 in P. gin-


seng b-amyrin synthase. The S. cerevisiae ERG7 was homology
modeled by using the human OSC X-ray structure as the tem-
plate to correlate the active-site structure and catalytic mecha-
nism of the enzymes.[15] Good accordance in the distribution of
secondary structure and 3D profile was observed. The model
revealed that His234 is positioned in the bottom half of the
active site cavity and may influence the rearrangement pro-
cess, since the observed Ne2 of the His234 imidazole group
was found at a distance of about 4.24 and 3.96 � to the C13
and C20 protosteryl cations, respectively, and the p-electron-
rich pocket of His is optimal for the stabilization of the elec-
tron-deficient cationic intermediate (Figure 1 A). The substitu-
tion of His234 with Tyr introduced more steric hindrance and
altered the electronic contribution to the active-site cavity.
Moreover, the hydrogen bond between Tyr510 and His234 is
replaced by electrostatic repulsion between Tyr510 and Tyr234.
This shifts Tyr510 away from the potential proton-acceptor po-
sition or alters the Tyr234 side-chain orientation (Figure 1 B)
and, we predict, results in the formation of altered products.
The finding that lanosterol is the sole product produced by
the strain expressing ERG7H234Y/Y510A is consistent with a role for
Tyr510–His234 interactions in product formation. The substitu-
tion of Tyr510 with alanine, in the presence of the ERG7H234Y


mutation, releases the electrostatic repulsion and inverts the
active-site cavity environment (Figure 1 C), thus restabilizing
the rearrangement cascade. Perhaps a new hydrogen bond is
formed between the hydroxyl group of Tyr234 and an adjacent
hydrogen-acceptor residue in the proper position, thus ena-


Scheme 1. Cyclization of oxidosqualene in S. cerevisiae TKW14 expressing ERG7H234Y.
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bling the phenolic oxygen of Tyr234 to act as the catalytic
base for the final deprotonation step.


In summary, the expression of the ERG7H234Y mutant protein
in cyclase-deficient yeast allowed the isolation and characteri-
zation of multiple triterpenes presumed to be formed by
ERG7H234Y, including incomplete cyclization, truncated rear-
rangement, and altered deprotonation products. The results


suggest a role for His234 in stabilizing a cat-
ionic intermediate, probably at or after proto-
steryl cation formation, and/or determining
deprotonation position, rather than a role
acting as a catalytic base. In addition, the en-
zymatic formation of various regioisomers
with the D10, D9(11), D8, and D12 double bond
suggests that the replacement of the imida-
zole ring with a phenolic ring at position 234
affects the interactions between spatially ad-
jacent amino acid residues and the stabiliza-
tion of cationic intermediates as well as the
formation of diverse deprotonation products.
Perhaps the substitution of His234 by other
amino acid residues will affect the enzyme
structure differently and result in the produc-
tion of different deprotonation products. Fur-
ther ERG7 mutagenesis studies at the 234 po-
sition are in progress to examine if diverse
product profiles can be generated from other
substitutions and to elucidate if one base or
multiple proton acceptors are responsible for
rearrangement and deprotonation steps.


Experimental Section


The ERG7H234Y and ERG7H234Y/Y510A mutant plas-
mids were constructed by PCR by using the
QuickChange site-directed mutagenesis kit and
following manufacturer’s protocols (Stratagene
Inc. , La Jolla, CA). Recombinant plasmids were
electroporated into the yeast strain TKW14, se-
lecting for growth on SD + Ade + Lys + His +
Met + Ura + hemin+ G418 + Erg plates, and then
reselecting on SD + Ade + Lys + His + Met +
Ura + hemin + G418 + 5-FOA plates to detect
whether the ERG7 mutant protein could com-
plement the cyclase-deficiency of TKW14, as de-
scribed previously.[4] Transformants were grown
in SD + Ade + Lys + His + Ura + Met + Hemin +
Erg medium for nonsaponifiable lipid extraction
and column chromatography.[4] The extract was
fractionated by silica gel column chromatogra-
phy with hexane/ethyl acetate (19:1) to obtain
products that migrated between oxidosqualene
and lanosterol and lanosterol-positioned com-
pounds. The acetylation modification of LA-posi-
tioned compounds was performed as described
previously.[20] The reactions were monitored by
TLC and isolated by AgNO3-impregnated silica
gel chromatography with 15 % diethyl ether in
hexane.[21, 22] Products were identified by


600 MHz NMR and by GC-MS analyses. GC-MS was performed on
an Agilent 6890N chromatograph equipped with a DB-5HT column
(30 m � 0.25 mm i.d. , 0.1 mm film; oven gradient: 50 8C for 1 min,
and then + 10 8C per min until 300 8C, held at 300 8C for 8 min,
250 8C inlet; splitless, flow rate 1 mL min�1). Molecular-modeling
studies were performed by using the Insight II Homology program
with the X-ray structure of lanosterol-complexed human OSC as
the template.[15] The MODELER program extracts spatial constraints


Figure 1. Stereo representations of S. cerevisiae ERG7 homology model structures. a) ERG7 wild-
type, b) ERG7H234Y mutant, and c) ERG7H234Y/Y510A double mutant based on the X-ray structure of
lanosterol-complexed human OSC and determined by using the Insight II Homology program. Pu-
tative active-site residues (stick representation) participating in the active-site formation of mod-
eled ERG7 structures are included. Lanosterol is shown in green; while red dotted lines show in-
teractions of C13 and C20 of lanosterol with Ne2 of the His234 imidazole in the wild-type.
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such as stereochemistry, main- and side-chain conformations, dis-
tance, and dihedral angle from the template structure. The result-
ing structure was optimized by using an objective function that
included spatial constraints and a CHARMM energy function. The
objective function combines free-energy perturbation, correlation
analysis, and combined quantum and molecular mechanics (QM/
MM) to obtain a better description of molecular-level structure, in-
teractions, and energetics. The homologous model structure with
the lowest objective function was further evaluated by using the
Align2D algorithm for sequence-structure alignment.[23, 24]
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Inhibition of gene expression has been achieved by targeting
the open complex formed during transcription initiation with
short, pentameric, modified oligonucleotides.[1] This approach
is an alternative to double-stranded (ds) DNA targeting by
using triplex-forming oligonucleotides, in which longer probes
(>10 nucleotides) are required for high-affinity binding and
specificity.[2] A local opening of the dsDNA by RNA polymerase
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targeting and inhibition. It has been shown that oligoribonu-
cleotides possessing a nonextendable terminal 3’-deoxyribonu-
cleotide can hybridize to sequence �5 to + 2 of the template
strand formed by Escherichia coli RNA polymerase with the lac
UV-5 and trp EDCBA promoters, and inhibit transcription.[1] It is
expected that the hybridization affinity for such short polynuc-
leotides to the target is crucial for efficient inhibition at physio-
logical temperatures. However, pentameric oligodeoxynucleo-
tides, peptide nucleic acids, 2’-methoxyethoxy RNA, phosphor-
amidate (3’N�5’P) and morpholino oligonucleotide analogues
did not show any substantial inhibition.[1d] An improved inhibi-
tion of transcription of the lac UV5 open complex was ach-
ieved at 20 mm with a tethered pyrene attached to 2’-amino ur-
idine in 5’-G2’OMeU2’OMeG2’OMeG2’OMeA3’deoxy (�4 to + 1) instead of
2’-OMe uridine.[1e] It has been shown that the ribonucleotide
pentamer does not bind to the dsDNA without the influence
of RNA polymerase.[1a] The hybridization affinity of the pen-
tameric inhibitors to the ssDNA template is expected to be too
low for binding at 37 8C. Therefore, unspecific interactions be-
tween the pentanucleotide and the open complex consisting
of DNA and RNA polymerase might be considered for en-
hanced inhibition. In order to identify the most appropriate
design of various inhibitors, combinations of RNA-like oligonu-
cleotides with intercalating units should be screened.


Previously, we have reported the synthesis and hybridization
properties of locked nucleic acids (LNA) and intercalating nu-
cleic acids (INA�). LNA is a class of oligonucleotide analogues
containing one or more conformationally locked nucleotide
monomers with a 2’-O,4’-C-methylene linkage (Figure 1).[3] INA
is another class with bulge insertions of (R)-1-O-(pyren-1-ylme-
thyl)glycerol (monomer P, Figure 1) into the oligonucleotide.[4]


Both of these analogues display stronger binding affinity to-
wards complementary ssDNA than 2’-OMe-RNA, and a very
good mismatch discrimination.[3b, 4b] The commercial availability
of LNA and INA oligonucleotides is a competitive advantage of
these analogues for the screening of modified oligonucleotides
in biological assays. In this report, we show that the use of
LNA and INA monomers in combination with 2’-OMe-RNA


monomers furnishes pentanucleotidic inhibitors of E. coli RNA
polymerase with more than 95 % inhibitory efficiency at 16 mm


compared to 60 % as earlier reported for 5’-G2’OMeU2’OMeG2’OMe-
G2’OMeA3’deoxy (1).[1e]


We anticipated that the hybridization affinities of LNA and
INA would significantly increase the stability of the complexes
of pentanucleotides with the template ssDNA, thus leading to
better inhibition. LNA is an RNA mimic,[3] therefore 2’-OMe
pentaribonucleotides possessing LNA monomers are expected
to be recognized by RNA polymerase and bind more strongly
to the open complex. Furthermore, due to the unnatural struc-
ture of INA and LNA, these modified nucleotides are expected
to block in situ elongation if they are incorporated at the 3’-
termini of the pentanucleotides.


To evaluate the above-mentioned hypotheses, we synthe-
sized a number of 2’-OMe-pentamers (ON 2–10, Table 1) that


encompass LNA and INA in different positions of the
sequence complementary to the template strand
(�4 to + 1) of the open complex formed by E. coli
RNA polymerase with the lac UV-5 promoter. The in-
corporation of LNA and INA monomers was fully
compatible with the automated synthesis of 2’-OMe-
RNA by using 4,5-dicyanoimidazole as an activator
(see Supporting Information). To evaluate transcrip-
tional inhibition, all the synthesized pentanucleo-
tides were checked in an in vitro transcription assay
at two different concentrations, 2 and 10 mm


(Figure 2).
The polymerase reaction was quenched 4 min


after transcription initiation because a longer reac-
tion time resulted in some degradation of the RNA
product, as observed in transcription experiments
without any inhibitor. To compare the inhibition
effect of LNA- and INA-containing pentanucleotides
with previously published results, we included the


Figure 1. A) Structures of LNA (AL, GL, TL) and INA (P) monomers. B) A representation of
an open complex formed by dsDNA and RNA polymerase. The 2’-OMe-pentaribonucleo-
tides designed to target the template strand at transcription start site (+ 1) and inhibit in
vitro transcription are shown. A3’deoxy denotes 3’-deoxyadenosine; G2’OMe, U2’OMe, A2’OMe


denote 2’-O-methylribonucleotides.


Table 1. Inhibition efficiency[a] and hybridization affinity[b] of pentaribo-
nucleotides synthesized.


ON Sequence 2 mm 10 mm Tm [8C]


1 5’-G2’OMeU2’OMeG2’OMeG2’OMeA3’deoxy 15 % 50 % 19.0
2 5’-G2’OMeU2’OMeG2’OMeG2’OMeAL 10 % 55 % 23.0
3 5’-GLTLGLGLA3’deoxy 0 % 50 % 44.0
4 5’-G2’OMePU2’OMeG2’OMeG2’OMeA3’deoxy 0 % 0 % 10.5
5 5’-G2’OMeU2’OMeG2’OMeG2’OMeA2’OMeP 5 % 75 % 29.5
6 5’-G2’OMeU2’OMePG2’OMeG2’OMeA3’deoxy 0 % 0 % <5.0
7 5’-G2’OMePU2’OMeG2’OMeG2’OMePA3’deoxy 30 % 80 % 13.5
8 5’-PG2’OMeU2’OMeG2’OMeG2’OMeA3’deoxy 30 % 40 % 27.5
9 5’-G2’OMeTLG2’OMeGLAL 25 % 95 % 44.5
10 5’-G2’OMeU2’OMeU2’OMeG2’OMeA2’OMeP 0 % 5 % <5.0


[a] Inhibition efficiency is defined as percentage decrease of transcription
relative to noninhibited RNA transcription; [b] Tm [8C] was determined at
260 nm as the maximum of the first derivative plots of the melting
curves obtained by measuring absorbance at 260 nm against increasing
temperature (1.0 8C min�1) on equimolar mixtures (1.0 mm in each strand)
of ON 1–10 and the complementary DNA strand (3’-CACACCTT) in a hy-
bridization buffer (40 mm Tris·HCl, 100 mm KCl, 10 mm MgCl2, pH 7.9).
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sequence 1 investigated by Hwang et al.[1e] The pentamer/tem-
plate ratio was 40:1 at 2 mm pentamer. Quantification of the in-
hibition effect was performed with Phorphor Imager analysis in
which radioactivities in the different bands are compared and
related to transcription without inhibitor added (see Support-
ing Information).


All experiments were repeated several times, and average in-
hibition efficiencies are presented in Table 1. To establish the
relationship between the binding affinity of pentamers to-
wards ssDNA and inhibition, we checked the thermal stability
of their corresponding duplexes (Table 1). When LNA or INA
monomers were placed at the 3’-end of 2’-OMe-pentaribonu-
cleotides, a good inhibition and no elongated products were
observed, despite the presence of secondary OH-groups in the
carbohydrate moieties of locked and intercalating nucleic
acids. This gives an advantage of using these monomers in-
stead of 3’-deoxynucleotides because it simplifies the synthesis
of inhibitors and increases hybridization affinity as compared
to ON 1. Intercalating moieties were inserted at different posi-
tions of the pentameric sequence. Placing P at the 3’- and 5’-
ends (ON 5 and ON 8, Table 1) was more effective than insert-
ing it in the middle of the sequence (ON 6) ; this was also corre-
lated with low hybridization affinity as Tm of ON 6 was <5.0 8C.
The insertion of a single P near the 5’-end in ON 4 gave no in-
hibition effect, but addition of a second P, as in sequence 7, re-
sulted in considerable inhibition. This could hardly be a result
of the increased binding affinity (Tm(ON 7)-Tm(ON 4) = 3.0 8C), which
is considered to be small. Interestingly, pentamer 7 had a


lower value of Tm than the reference 1, but considerable en-
hancement of inhibition efficiency was observed. This supports
an alternative explanation that stacking interactions of P with
aromatic amino acids in the RNA polymerase could enhance
inhibition for oligonucleotides with P insertions. To ensure the
sequence specificity of pentanucleotides possessing INA mon-
omers, the oligonucleotide 10 was synthesized as a single mis-
matched sequence of one of the inhibitors (ON 5). Marginal in-
hibition was observed with 10 at 10 mm. The thermal stability
of pentamers with INA insertions towards ssDNA increased
only when P was a dangling end (ON 5 and ON 8). Low affinity
of 2’-OMe-pentaribonucleotides with bulged P towards ssDNA
is very similar to the previously observed thermal stability of
INA-containing oligodeoxynucleotides towards ssRNA.[4] This
means that incorporation of INA as a bulge either in DNA or in
RNA strands decreases the stability of DNA/RNA duplexes.


Both LNA-containing sequences 3 and 9 had similar binding
affinities towards ssDNA, but these were considerably higher
than for ON 1, as deduced from melting temperatures. Howev-
er, one of them, the pentanucleotide 9, showed considerable
inhibition both at 2 and 10 mm, meanwhile the LNA-rich pen-
tamer 3 did not improve activity as compared to reference 1.
Therefore, the hybridization affinity of pentanucleotides seems
not to be the only factor for inhibition efficiency, and other in-
teractions inside the open complex have to be considered. The
postulate of concurrent binding to both ssDNA and the
enzyme becomes even clearer when considering the high effi-
ciency of the inhibition of ON 7, although the melting temper-
ature of its corresponding duplex was as low as 13.5 8C. How-
ever, very low or no binding to ssDNA resulted in a very low
inhibition, as was seen for pentamers 4, 6 and 10.


The apparently most potent inhibitors 5, 7 and 9 were
chosen for further investigations of transcription inhibition at
various concentrations, as shown in Figure 3. All of these oligo-
nucleotides showed more than 95 % transcription inhibition in
comparison with 60 % for the reference 1 at 16 mm. For LNA in-
hibitor 9, this level of inhibition efficiency was still maintained
at 10 mm, while INA analogues 5 and 7 exhibited 75–80 % in-
hibition and sequence 1 showed 50 % inhibition. This result is
a significant improvement on previously published short 2’-
OMe-oligoribonucleotides in a similar assay.[1e]


Gene inhibition by oligonucleotide targeting of dsDNA has
been approached in various ways including triplex-forming


Figure 2. Denaturing gel electrophoresis of RNA transcription by using E. coli
RNA polymerase with the lac UV-5 promoter in the presence of ON 1–10
and in the absence of inhibitors (C ; see Supporting Information). The upper
arrow points to the 61-mer RNA transcript, and the lower arrow to a 30-mer
DNA loading control. Concentrations of inhibitors 1–10 : 2 mm (left) and
10 mm (right).


Figure 3. Curves showing concentration-dependent inhibition of RNA transcription in the presence of ON 1, 5, 7 and 9.


ChemBioChem 2005, 6, 1181 –1184 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1183



www.chembiochem.org





oligonucleotide targeting and so-called strand invasion. As
none of the methods has so far made a big impact, we have
explored another line of attack. At transcription start, the RNA
polymerase opens up the dsDNA promoter region and exposes
a small stretch of ssDNA. Inhibition of transcription has been
achieved by using nonextendable short 2’-OMe-ribonucleo-
tides that bind to the DNA template strand immediately up-
stream from the transcription start site.[1] We aimed at improv-
ing this interaction by incorporating locked nucleic acids
(LNAs) and intercalating nucleic acids (INAs) into the structure
of 2’-OMe pentaribonucleotides, and obtained considerably
stronger inhibition (80–95 % at 10 mm) compared to the previ-
ously published results. As hybridization affinity of the penta-
mers to ssDNA seems too low to account for the total binding,
the interaction must be influenced by contacts other than the
base pairing. We therefore believe there is further room for im-
provement with a view to creating a promoter-specific tran-
scription inhibitor with efficient in vivo activity. The next steps
in our study will be to investigate the effect of various pentam-
ers on different RNA polymerases and see the effect of our
present oligonucleotides in vivo in E. coli cells.
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Unexpected Puckering of
Hydroxyproline in the Guest
Triplets, Hyp-Pro-Gly and Pro-
alloHyp-Gly Sandwiched between
Pro-Pro-Gly Sequence


Nattha Jiravanichanun,*[a, b] Chizuru Hongo,[a]


Guanghan Wu,[a] Keiichi Noguchi,[a] Kenji
Okuyama,*[a, b] Norikazu Nishino,[c] and Teresita Silva[d]


One of the major aims of studying collagen structure is to un-
derstand stabilization factors for triple-helical structures. De-
spite the efforts spent, the results do not provide an unambig-
uous answer. One obstruction is the fibrous nature of native
collagen, and consequently model peptides have been used to
study and define the features of the collagen triple helix. In
the early stages, homopeptides with repeating sequences of a
given triplet unit were studied,[1] but recently host–guest pep-
tides,[2] in which the central region of a stable host peptide
was substituted by a particular guest triplet, have been exam-
ined to investigate the physical properties of the guest se-
quence. In this study, (Pro-Pro-Gly)9, one of the best studied
triple-helix peptides,[3] serves as the reference host for guest
tripeptide units with Hyp and allo-Hyp, to provide new struc-
tural data on the effect of environment on the puckering of
hydroxyproline.


Collagen is a major structural protein in the extracellular
matrix of skin, tendons, bones, and other connective tissues.
The presence of glycine as every third residue and a high con-
tent of imino acids are characteristics of collagen sequences,
and its sequence may be designated as the repetition of X-Y-
Gly, in which X and Y are often occupied by proline (Pro) and
4R-hydroxyproline (Hyp), respectively. These restrictive se-
quence features enable the assembly of three chains into a
stable triple-helical conformation. The presence of hydroxypro-
line leads to significant enhancement of the thermal stability
of collagen.[1a, 4] The mechanism of this additional stability has
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been elucidated by calorimetry, stability measurements, and
recent single-crystal analyses of synthetic model peptides. Ini-
tially, the additional stability was attributed to water-mediated
hydrogen bonding involving Hyp residues.[2a, 5] However, this
hypothesis was weakened by the finding that the substitution
of Hyp residues at the Y position by 4R-fluoroproline (Flp) resi-
dues increases the thermal stability of triple helices despite the
low tendency of Flp substituents to participate in hydrogen
bonding. The Flp studies led to an alternative hypothesis
based on inductive effects[6] by the hydroxyl group, which
favor the gauche effect and a trans peptide bond conformation
in the cis–trans equilibrium. However, neither the hydration hy-
pothesis nor the inductive hypothesis could explain the desta-
bilization of Hyp at the X position shown by the fact that
(Hyp-Pro-Gly)10 could not form a triple helix, while (Pro-Pro-
Gly)10 and (Pro-Hyp-Gly)10 did so.[7]


To explain this experimental evidence, the propensity-based
hypothesis[8] was proposed. Proline residues can adopt two
ring puckering conformations, up (Cg-exo) or down (Cg-endo)
(Figure 1). Up- and down-puckering can be defined by nega-


tive and positive values of the side-chain dihedral angles c1


(N�Ca�Cb�Cg), respectively. According to this hypothesis, there
is an intrinsic preference of the proline ring for down-pucker-
ing at the X position and for up-puckering at the Y positions
due to the geometrical features of the triple helix. On the
other hand, based on the crystallographic and statistical analy-
ses of small peptides and globular proteins, Pro residues can
adopt both up- and down-puckering, while Hyp residues dis-
tinctly adopt only up-puckering. Residues of the non-natural
isomer 4S-Hyp (alloHyp) are seen to adopt down-puckering.
Therefore, the destabilization of the triple helix by Hyp at the


X position is suggested to result from the conformational
strain of having an “up-favored” Hyp present in an intrinsically
“down-favored” X site. A similar explanation applies to the un-
favorable nature of alloHyp at the Y position. However, it was
found that alloHyp at the X position is also destabilizing.[1a]


This was explained recently by steric clashes between the hy-
droxyl groups and the proline ring of the adjacent chain.[8a] On
the other hand, 4S-fluoroproline (4S-Flp) present at the X posi-
tion in the sequence (4S-Flp-Pro-Gly) formed a stable triple
helix; this contradicted the above hypothesis.[9] We also recent-
ly found several cases of inconsistent puckering at the X posi-
tion of (Pro-Hyp-Gly)n peptides[10] and at the Y position of (Pro-
Pro-Gly)n peptides.[3] Moreover, peptides with a repeating se-
quence of Hyp-Thr-Gly showed higher stability than those of
Pro-Thr-Gly,[11] and (Hyp-Hyp-Gly)10


[12a] and (Gly-Hyp-Hyp)9
[12b]


peptides formed stable triple helices,[12] in spite of the inability
of (Hyp-Pro-Gly)10 to form a triple helix. These experimental in-
consistencies led to a reconsideration of the propensity-based
hypothesis.


Since Hyp-Pro-Gly and Pro-alloHyp-Gly will not form stable
triple helices in a repeating sequence such as (Hyp-Pro-Gly)10


[7]


and (Pro-alloHyp-Gly)10,[1a] we inserted the Hyp-Pro-Gly and
Pro-alloHyp-Gly sequences as guests into a stable, host (Pro-
Pro-Gly)9 sequence. These host–guest peptides did form stable
triple helices, and the crystal structures of (Pro-Pro-Gly)4-(Hyp-
Pro-Gly)-(Pro-Pro-Gly)4 (denoted OPG), (Pro-Pro-Gly)4-(Pro-allo-
Hyp-Gly)-(Pro-Pro-Gly)4 (denoted PaOG), and (Pro-Pro-Gly)4-
(Pro-Hyp-Gly)-(Pro-Pro-Gly)4 (denoted POG) as well as the refer-
ence crystal structure of (Pro-Pro-Gly)9 (denoted PPG9) were
analyzed.


The stabilizing nature of POG and the destabilizing natures
of the OPG and PaOG tripeptide units were seen in the CD
thermal transition curves of the host–guest peptides. The ob-
tained Tm values of OPG and PaOG are 2–2.2 8C lower than that
of PPG9, while that of POG is 3.5 8C higher than that of PPG9
(Table 1). This result confirmed the destabilization of Hyp at


the X position and alloHyp at the Y position. Although the
effect of one guest triplet in a host–guest system is expected
to be much less than that of 10 units in a homopeptide envi-
ronment, the relative order is the same in host–guest peptides
(POG>PPG9>PaOG = OPG). Given that one OPG or one PaOG
unit decreases stability by 2–2.2 8C relative to PPG9, one might
predict that 10 units would be at least 20–22 8C less stable
than (Pro-Pro-Gly)10 (Tm = 32.6 8C). Therefore, this estimation of
Tm is consistent with the lack of formation of a stable triple


Figure 1. Illustration of proline ring conformation. a) Up-puckering and
b) down-puckering were defined by negative and positive values of c1 (N�
Ca�Cb�Cg), respectively. Pro: A = B = H, Hyp: A = OH, B = H, and alloHyp:
A = H, B = OH.


Table 1. Helix–coil transition temperatures [Tm] of host–guest peptides
(Pro-Pro-Gly)4-X-Y-Gly-(Pro-Pro-Gly)4 and homopeptides (X-Y-Gly)10.


Tm [8C]
X-Y-Gly Host–guest peptide (X-Y-Gly)10


PPG 17.7 32.6[13]


POG 21.2 60.0[13]


OPG 15.5 no helix formation[7]


PaOG 15.7 no helix formation[1a]
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helix by (OPG)10 and (PaOG)10. Although the propensity-based
hypothesis stated that the lack of helix formation of (OPG)10


[7]


and (PaOG)10
[1a] is a result of unfavorable Hyp and alloHyp con-


formations (Hyp does not prefer up-puckering at the X posi-
tion, and alloHyp does not prefer down-puckering at the Y po-
sition), it is not known whether Hyp and alloHyp conforma-
tions adopt down- or up-puckering in the above-cited host–
guest peptides and homopeptides. Here, we have performed
the first visualization of these unique triplet conformations. Al-
though, the lateral packings of these three host–guest pep-
tides were very similar to that of PPG9, structure analyses pro-
vided interesting results about proline-ring puckering in the
guest triplet. Namely, 1) Hyp in OPG peptide showed down-
puckering at the X position, which had an unfavorable confor-
mation for Hyp, 2) alloHyp in PaOG peptide showed up-puck-
ering at the Y position; this conflicted with the normal confor-
mation for alloHyp, 3) Hyp in POG peptide showed up-pucker-
ing at the Y position as usual. These entire proline-ring confor-
mations were confirmed by omit maps, as shown in Figure 2.


Hyp puckering at the X position was demonstrated to be in
the down conformation in the Hyp-Pro-Gly sequence, in ac-
cordance with the propensity-based hypothesis. Likewise, allo-
Hyp at the Y position in the Pro-alloHyp-Gly sequence was
proven to adopt the up-puckering, thus also supporting the
propensity-based hypothesis. Therefore, main reason for the
destabilization of OPG and PaOG could be explained by the
less favorable down-puckering of Hyp and the less favorable
up-puckering of alloHyp. These unfavorable ring puckerings
are consistent with the decreased Tm values of OPG and PaOG
compared with PPG9.


Here, the structures of triplets that tend to destabilize the
triple-helical conformation were visualized by using crystallog-
raphy and thermal-stability studies on designed host–guest
peptides. Hyp and alloHyp, which typically adopted only up-
and down-puckering, respectively, unexpectedly adopted op-
posing puckering in the above host–guest peptides: Hyp
adopted down-puckering at the X position and alloHyp adopt-
ed up-puckering at the Y position. The results showed that the
pucker of hydroxyproline depends on positional preference,
the diastereoisomer form, and the environment. The puckering
preference is seen to effect triple-helix stability.


Experimental Section


Peptide synthesis : The peptides PPG9, POG, OPG, and PaOG were
synthesized by a solid-phase method. The details of syntheses will
be reported elsewhere.[3a] The crude product was purified by Se-
phadex G-50 (40 % acetic acid), and corresponding fractions were
collected, concentrated, and lyophilized. The purity and identity of
the peptides for CD measurement were confirmed by using re-
versed-phase analytical high-pressure liquid chromatography (C-18
column) and by MALDI-TOF mass spectrometry.


Crystallography : The peptides were crystallized by the hanging
drop vapor diffusion method.[3a] X-ray data collection of these crys-
tals was performed at the BL40B2 beamline of the SPring-8 syn-
chrotron at 100 K. The diffraction patterns showed almost similar
strong reflections on the layer lines corresponding to a helical
repeat of 20 �, together with weak reflections on the layer lines
corresponding to 80 �. The diffraction images were indexed and
integrated by using CrystalClear and HKL2000.[14] Details of data
collection statistics are reported in the Supporting Information. In
the molecular-replacement structure analyses, positional refine-
ment was performed by X-PLOR,[15] and the structure refinement
was carried by using SHELX-L[16] with the previously determined
triple-helical structures as a starting model. An anisotropic treat-
ment of the atomic-displacement parameters was used for non-hy-
drogen atoms in the peptides. Five percent of the reflections were
used for Rfree monitoring. Peaks in the Fo�Fc maps were identified
as potential water sites by using distance cut-off criteria and hy-
drogen-bonding geometry. Only water molecules with improving R
and Rfree were retained. Data-collection parameters and refinement
statistics are reported in the Supporting Information.


Circular dichroism measurements : CD spectra were recorded on
an Aviv model 202–01 spectrometer with a Peltier thermoelectric
temperature controller. Samples were prepared at a concentration
of 1.0 mg mL�1, with the peptides dried in vacuo over P2O5 for 48 h
prior to weighing. Final concentrations were determined by the
absorption at 214 nm (assuming 2= 2.2 � 103). Peptides in NaCl
(0.15 m), sodium phosphate (0.01 m), pH 7.0, were equilibrated at
0 8C for more than 48 h prior to analysis. Wavelength scans were
collected from 210 to 260 nm at 0 8C. For melting transitions, the
ellipticity at 225 nm was monitored at an average rate of
0.1 8C min�1. The Tm value was taken as the temperature at which
the fraction folded is equal to 0.5.


PaOG ((Pro-Pro-Gly)4-Pro-alloHyp-Gly-(Pro-Pro-Gly)4) has been regis-
tered at the Protein Data Bank with reference 1X1K.


Figure 2. Omit map (Fo�Fc) contoured at 3s of Hyp in three sequences.
a) AlloHyp at the Y position in PaOG showed up-puckering. b) Hyp at the X
position in OPG showed down-puckering. c) Hyp at the Y position in POG
showed up-puckering.
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Acceleration of Short Helical Peptide
Conformational Dynamics by
Trifluoroethanol in an Organic
Solvent


Matthew Kubasik* and Adam Blom[a]


It has been known since the 1960s that small amounts of the
cosolvent 2,2,2-trifluoroethanol (TFE) can have dramatic effects
on the conformational stability of peptides and proteins in so-
lution.[1] Recent reviews conclude that no single mechanism ac-
counts for all of the observed effects of TFE on biomolecular
structures.[2, 3] As a minor cosolvent, TFE is known to enhance
the helical content of short peptides predisposed towards heli-
cal conformations.[4] At high concentrations, however, TFE ap-
pears to disrupt native protein structures. The primary mecha-
nism for the helix-stabilizing effect on peptides is thought to
be the displacement of water molecules,[2, 5] which enhances in-
tramolecular hydrogen bonding. (TFE is a larger molecule than
water and is also known to be a better hydrogen-bond donor
but a weaker hydrogen-bond accepter than water.[6]) Enhanced
water/TFE solvent structure is a second suggested mechanism
for TFE’s enhancement of helical structure in short peptides.[7]


In this mechanism, the unfavorable energetic cost of disrupt-
ing solvent structure to solvate the exposed peptide backbone
leads to greater helical conformational stability. A third mecha-
nism is grounded in the suggestion that helix-stabilizing intra-
molecular electrostatic interactions are enhanced by the reduc-
tion in the solvent dielectric constant afforded by TFE, which
elevates the importance of helix-stabilizing intramolecular elec-
trostatics. However, the electrostatic significance of TFE as a
cosolvent has been cast into doubt due to its lack of signifi-
cant effects on stability versus pH curves for a 19-mer pep-
tide.[8]


We have used a kinetics experiment to investigate the effect
of TFE on the structural stability of a highly helical peptide
system in the low-dielectric organic solvent methylene chloride
(e~9). Our peptide is an a-aminoisobutyric acid (Aib) octamer,
Fmoc-Aib8-OtBu (Scheme 1; Fmoc = fluorenylmethoxycarbonyl).
Aib Oligomers are known to exist in stable 310 helices at the
octamer and higher polymeric levels, ok.[9, 10] Peptides contain-
ing Aib residues have shown remarkable thermal stability ;[11]


their helical conformations display resistance to “melting” at
elevated temperatures.[12] 310 helices make up about 10 % of
the helices observed in protein crystal structures and are char-
acterized by a i/i+3 hydrogen bonding pattern in contrast to
the i/i+4 hydrogen bonding pattern of the more common a-
helix.[13] Scheme 1 shows the peptide structure studied in this
work and its 310 hydrogen-bonding pattern.
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Department of Chemistry, Fairfield University
1073 N. Benson Rd, Fairfield, CT 06824 (USA)
Fax: (+ 1) 203-254-4034
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Because the Aib residue is achiral, oligomers of Aib exist in a
50:50 mixture of left- and right-handed helices (Scheme 1). The
racemic nature of Aib helices makes their helicity undetectable
by circular dichroism spectroscopy. Furthermore, these enan-
tiomeric helices interconvert on a millisecond timescale.[14] We
have measured the rate of helix/helix interconversion by NMR
spectroscopy in CH2Cl2 and in a TFE/CH2Cl2 solution (Figure 1).
Although this system is composed of stable 310 helices, the
peptide is conformationally labile, and the rate of interconver-
sion between helices is an indication of the stability of the
helix.


We have enriched an octameric peptide in 13C at
the b-carbons of the fourth Aib residue. The
13C NMR spectrum of this peptide is dominated by
the labeled b-carbons. Interconversion of the helix
handedness changes the magnetic environment of
the b-carbons, which broadens the NMR resonance
(Figure 1).[14, 17] Assuming a fully cooperative, two-
state mechanism, the rate of chemical exchange for
the two methyl groups indicates the rate of helix/
helix interconversion. Note that we are not charac-
terizing helix!random coil kinetics, rather a confor-
mational change between two well-defined helical
states. Analysis of the line width of the labeled-
carbon resonance, compared to the line width of
the methyl carbons of the C-terminal tert-butyl ester


group, which is insensitive to the interconversion, indicates the
rate of interconversion (see Experimental Section).


The rate of right-/left-handed helix interconversion increases
monotonically with increasing amounts of TFE in solution
(Figure 2). However, the catalytic effect of TFE does not show a


simple concentration dependence. The acceleration of the rate
by TFE appears to saturate, and this saturation displays a tem-
perature-dependence. At high temperatures, the rate accelera-
tion appears to be near saturation at 10 % TFE, while at low
temperatures only about 5 % TFE nearly saturates the effect.


Eyring plots of 0, 5, 10, and 30 % (v/v) TFE in CH2Cl2 are
shown in Figure 2. The lack of curvature in the plots indicates
the absence of any enthalpically significant mechanistic
change over the temperature range studied (261–307 K). The
values for DH� from the Eyring plots (Figure 2 and Table 1)
show no definitive trend in TFE concentration. Although there
is an initial decline in DH� from 0 % to 5 % TFE, DH� climbs


Scheme 1. The structure of the Aib peptide octamer used in this work showing the six
(i) C=O···H�N (i+3) intramolecular hydrogen bonds of the 310 helical structure. The b-car-
bons of the fourth Aib residue are 13C-enriched. The NMR resonance from the labeled
carbons dominates the 13C spectrum and broadens due to conformational exchange. The
methyl carbons of the C-terminal tert-butyl group are insensitive to the peptide’s confor-
mational exchange.


Figure 1. 13C NMR data of the peptide octamer in 5 % TFE in CH2Cl2 (v/v).
These data are representative of peptide data obtained at all other TFE con-
centrations. The spectrum at 34.4 8C is already exchange-broadened (FWHM
~6.6 Hz) as compared to the ~0.8 Hz width of the feature belonging to the
nonexchanging methyl carbons of the C-terminal OtBu ester (not shown). As
the temperature is lowered, the rate of exchange slows, and this diminishes
the averaging of b-methyl carbon signals.


Figure 2. Eyring plots for octameric Aib peptide enantiomerization in
CD2Cl2/TFE mixtures: * 0 % TFE; * 5 % TFE; ~ 10 % TFE; & 30 % TFE. Rate
constants obtained through comparison of the widths of broadened b-
methyl resonances undergoing conformational exchange to the line width
of a methyl resonance not undergoing exchange (see Experimental Section).
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again in 10 % and 30 % TFE. A qualitative interpretation is that
TFE exhibits a differential influence on the energetics of the
ground conformational state and transition states in this small
peptide system. This interpretation is consistent with the ob-
servations of Dobson et al. , who found an initial increase and
then a slowing of the folding kinetics of acylphosphotase with
increasing TFE concentration (0 %–18 % in D2O).[15] Preferential
solvation of a peptide tetramer by TFE, but not by ethanol, in
aqueous solution has been demonstrated by intermolecular
NOE studies.[16]


In our system, the interconversion of helix handedness re-
quires no amide-bond isomerization but it does require the
breaking and reforming of all six intramolecular hydrogen
bonds. In a previous work,[17] we presented evidence for a
helix/helix-interconversion mechanism in which peptides
“zipper” from one form of handedness to another, breaking
and then reforming a very small number of intramolecular hy-
drogen bonds at a time. A plausible mechanism for the zipper-
ing between left- and right-handed helices would involve suc-
cessive “flips” of the peptide-bond unit and concerted rota-
tions of yi and fi+1.[18] Such “flips” have been identified among
protein conformers found in X-ray crystal structures.[19] The
transition state of a “peptide-flipping” mechanism would allow
a hydrogen-bonding cosolvent to reduce the enthalpic barrier
for interconversion, DH�, through hydrogen bonding to
groups exposed in the transition state. This effect could be ex-
pected to saturate at low TFE concentration. Disruption of
ground-state helical conformation by TFE cosolvent in CD2Cl2


solution, which would also lower DH�, might be expected to
saturate at a different TFE concentration and lead to the non-
monotonic changes observed for DH�.


Another mechanism for TFE to destabilize the helical-confor-
mational ground state in our system is by increasing the sol-
vent dielectric constant (eTFE = 27, eCH2Cl2 = 9). This would tend
to diminish the electrostatic contribution to the stabilization of
the peptide helix. However, the stability of Aib-based peptides
in DMSO,[20] which is a relatively high dielectric constant sol-
vent (eDMSO = 46), suggests that electrostatic contributions are
not sufficiently disrupted to alter the conformational preferen-
ces of the Aib octamer.


TFE-induced changes in activation entropy, DS�, could also
have significant effects on interconversion rates. Based on the


activated complex theory,


k ¼ kbT
h


exp ð�DG�=RTÞ


where


DG� ¼ DH��TDS�


Entropy effects are often very subtle, and due to the compara-
tively limited temperature range used in this study, we have
not attempted to determine quantitative DS� values at the
various TFE concentrations. Qualitatively, however, the Eyring
plots suggest that the kinetics in 5 % TFE solution will have the
lowest, most negative DS�, whereas the 10 and 30 % solutions
will have less negative DS� values than neat CH2Cl2. The DS�


for the octamer in neat CH2Cl2 has been previously measured
as �37 J K�1 mol�1 over a temperature range of 200 K to
315 K.[17] It is possible that at low TFE concentrations, the or-
dering of TFE solvent around an exposed amide in the transi-
tion state leads to a more negative value of DS�. However, in-
creasing concentrations of TFE could broaden the peptide’s
transition state ensemble for interconversion, eventually
making DS� less negative than in neat CH2Cl2.


Although elegant time-resolved ultrafast studies of helix for-
mation and propagation in helical 21-mer peptides exist,[21] we
are aware of none that investigates the effects of TFE on the
dynamics of helix initiation and propagation. Mayo and co-
workers investigated the effect of TFE on the equilibrium dy-
namics of a partially folded a-helix-forming and a b-hairpin-
forming peptide.[22] Interestingly, TFE exhibits a catalytic effect
for the folding/unfolding of the a-helix but slows the folding
and unfolding rates in the b-hairpin peptide. Our work con-
trasts with these elegant experiments in that the current study
does not characterize helix!random-coil kinetics. We have
characterized the influence of TFE on the rate of conformation-
al exchange between two dominantly structured, isoenergetic,
enantiomeric states.


The influence of TFE on the rate of protein folding has been
investigated by Dobson and co-workers, who divided a collec-
tion of proteins into either two-state or sequentially folding
proteins.[23] For both types of proteins, these workers found
that small amounts (<10–15 %, v/v) of TFE accelerate, while
higher amounts inhibit the rate of folding.


Although homooligomers of Aib exhibit a dominant helical-
conformational imperative, our results could also be relevant
to helical peptides of more marginal helical stability in organic
solvents. For example, peptides are increasingly being func-
tionalized with side chains for metal binding or catalytic activi-
ty. Characterization of the structural and dynamic properties of
peptides in organic solvents could lead to their application as
catalysts in organic synthesis, nanotechnological devices, and
possible data-storage systems.


Experimental Section
13C-labeled Aib was prepared from 13C2-acetone (CIL) by using the
method of Oxender and Christiansen.[24] Peptides were prepared


Table 1. Rate constants (T = 30.5 8C) and enthalpies of activation for
helix/helix interconversion for the Aib octamer in CD2Cl2 and CD2Cl2 solu-
tion which contains TFE.


% TFE[a] k [s�1][b] DH� [kJ�1 mol�1][c]


0 29 600 36.73
5 33 900 33.14


10 42 600 35.56
30 44 700 34.49


[a] v/v TFE in CD2Cl2. [b] T = 30.5 8C. [c] Obtained from Eyring equation:
k = kBT/h exp(DS�/R) exp(�DH�/RT) and Figure 2. For the octamer in neat
CH2Cl2, extending the temperature range to 200 K results in a slightly
higher DH� of 37.8 kJ mol�1.
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by solution methods with Fmoc N-protection via 5-(4 H)-oxazolone
intermediates, according to the methods of Toniolo et al.[10, 25] The
octameric peptide was purified by flash silica gel chromatography
(5 % MeOH/CH2Cl2 v/v) and by recrystallization from acetonitrile.
The synthesis of the peptide was confirmed by MALDI-TOF MS:
z/e = 1003 [M+Na].


13C NMR spectra were collected on a 300 MHz Bruker Avance spec-
trometer. No apodization was applied. The temperature of the
NMR samples was determined by the 1H NMR spectra of a coaxial
sample of methanol.[26] Spectra were transferred to a PC for analy-
sis by the Igor Pro software package for Lorentzian fitting.


The rate of the interconversion was determined by Equation 6.2b
in Sandstrçm’s text,[27] which compares an inherent line width, Wo,
with the width of the exchange-broadened peak, W*:


k ¼
pdn2ðW* þ WoÞ


�
1 þ 2


�
W*
dn


�2


�
�


W*
dn


�4�1=2


2 ðW* 2 þ W2
oÞ


In this equation, dn= limiting separation, in Hz, of exchanging res-
onances. The value of dn was determined from low-temperature
spectra of the peptide in neat CD2Cl2, and the value of Wo was ob-
tained in each spectrum from the width of the 13C resonance that
results from the three methyl carbons of the C-terminal tert-butyl
ester group.
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Effect of PbII on the Secondary Structure and
Biological Activity of Trypsin
Lin Yang,*[a] Zhiyong Gao,[a] Ying Cao,[a, b] Ruimin Xing,[a] and Xiuying Zhang[a]


Introduction


Lead and its derivatives are some of the most serious sources
of environmental pollution. Once inhaled or otherwise ingest-
ed, they are accumulated in vivo and are toxic to the repro-
ductive, nervous, immune, skeletal, and hematopoietic sys-
tems.[1] Symptoms of chronic lead poisoning include learning
disorders, IQ reduction, hyperactive behavior, ataxia, and con-
vulsions.[2–4] Lead poisoning is of concern to the public, and ex-
tensive research work has been carried out in this field. Wei
and Ru explored the interaction between lead ions and metal-
lothionein,[5] followed by Struzynska et al. , who reported the
astroglial reaction during the early phase of acute lead toxicity
in the adult rat brain.[6] Experiments on the toxicity of lead and
lead–porphyrin derivatives in Trypanosoma brucei suggested
that the lead porphyrins were effective in inhibiting the
growth of parasites.[7] Bouton et al. employed cDNA microar-
rays to analyze the effects of acute lead exposure on large-
scale gene-expression patterns in immortalized rat astrocytes
and found that many previously reported genes were differen-
tially regulated by lead exposure.[8] Investigations have so far
focused mainly on the symptoms of lead poisoning observed
in humans, animals, and plants.[9–12] However, the mechanism
of lead toxicity at the molecular level is poorly understood at
present. An understanding of lead poisoning must begin with
the fundamental question of how lead interacts with proteins.
The goal of this work was therefore specifically to study the ef-
fects of PbII on the secondary structure and biological activity
of trypsin.


Results and Discussion


Determination of conductivity


To study the interaction between PbII and trypsin, the conduc-
tivities of aqueous solutions of PbII (control) and PbII/trypsin
were determined. As shown in Table 1, the conductivities of
the control solutions increased from 0.002 to 0.385 mS cm�1 as
the PbII concentration was gradually increased to 1.5 �
10�6 mol L�1, whereas those of the PbII/trypsin solutions in-


creased from 0.002 to 0.326 mS cm�1. The poor conductivity of
the PbII/trypsin solution relative to the corresponding control
solution suggested that there was an interaction (bonding) be-
tween PbII and trypsin that resulted in a reduction in the ionic
activity and the transference velocity of PbII ions.


FTIR


To examine the possible effect of PbII ion on trypsin, the IR
spectra of pure trypsin (control) and of various reaction sys-
tems were determined (Figure 1). The bands at 3375–3427,
1631–1635, and 1389 cm�1 represented the �OH group,
amide I bands, and NO3


� ion, respectively. The main vibrational
frequencies of trypsin are shown in Table 2. The IR spectra of
the five reaction systems differed markedly from that of pure
trypsin, the IR frequencies of the trypsin hydroxy groups in the
reaction systems being shifted by 16 to 52 cm�1 (relative to
pure trypsin) with increasing PbII ion concentration (Table 2). In
contrast, the amide I bands were shifted by 6 to 22 cm�1.
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The effects of PbII on the secondary structure and biological activ-
ity of trypsin have been examined by monitoring changes in its
conductivity and IR and circular dichroism (CD) spectra. The re-
sults show that PbII reacts with trypsin, and that the binding sites
might be �OH and �NH groups in pepsin. The CD spectra indi-
cate that interaction with PbII significantly affects the secondary
structure of trypsin, the b-sheet-structure content being increased


by about 42 %, whilst those of a-helix and b-turn structures are
decreased by 13 % and 21 %, respectively. The results clearly dem-
onstrate that PbII affects the biological activity of trypsin by mod-
ifying its secondary structure. Most interesting is that PbII up-reg-
ulates the activity of trypsin at low concentrations while down-
regulating it at high concentrations.


Table 1. Conductivities of PbII solutions and PbII/trypsin reaction systems.


PbII [mol L�1] 0 5 � 10�8 5 � 10�7 1 � 10�6 1.5 � 10�6


S[a] [ms cm�1] 0.002 0.035 0.132 0.257 0.385
S[b] [ms cm�1] 0.002 0.013 0.115 0.215 0.326


[a] Pb(NO3)2 solutions. [b] Pb(NO3)2/trypsin reaction systems. The concen-
tration of trypsin was 1.0 � 10�5 mol L�1 in all of the systems.
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Amide I bands are characteristic of proteins, and arise from the
coupling of the stretching vibrations of C=O bonds, the bend-
ing vibrations of N�H bonds, and the stretching vibrations of
C�N bonds. The exact locations of amide I bands are subject
to the natures of the hydrogen bonds between the C=O and
NH groups,[13–15] and the IR frequencies of the amide I bands
indicate an interaction between the PbII ions and the NH and
OH groups in trypsin, resulting in impairment and even rup-
ture of the intramolecular hydrogen bond.


IR spectroscopy is a well established technique for studying
the secondary structures of proteins. The secondary structure
of trypsin includes four different types: a-helix, b-sheet, b-turn,
and random, and the shapes of amide I bands depend on the
percentages of these types. Curve-fitting was performed by
the method previously described by Seba et al.[14] Typical ab-
sorption regions of the four types are as follows: 1646–
1661 cm�1 (a-helix), 1615–1637 and 1682–1698 cm�1 (b-sheet),
1661–1681 cm�1 (b-turn), and 1631–1645 cm�1 (random).[14]


The curve-fitting results for the amide I bands for pure trypsin
(as an example) are shown in Figure 2. The calculated percen-


tages, based on the curve-fitting band area, of each secondary
structure in pure trypsin and in the different reaction systems
are shown in Table 3. The percentage of b-sheet in pure trypsin
amounted to 16.0 %, while in the PbII/trypsin solution ([PbII] =


1 � 10�5 mol L�1) it had increased to 61.0 %. In contrast, the pro-
portion of a-helix in pure trypsin was only 22.0 %, but had de-
creased to 5 % in PbII/trypsin solution ([PbII] = 1 � 10�5 mol L�1).
Similarly, the percentage of b-turn also decreased proportional-
ly as the PbII concentration increased. In the a-helix structure
of a protein, the hydrogen bonds formed between the oxygen
atom of the ith carboxyl group and the hydrogen atom of the
(i+4)th amino group are a key stabilizing factor. There are 3.6
amino acid residues in every turn of an a-helical segment. The
b-sheet structure can be visualized as a helix comprised of two
amino acid residues per turn by stretching an a-helix. In the
PbII/trypsin solutions, the percentage of a-helix decreased
while that of b-sheet increased (Table 3); this indicated that
PbII ions might combine with trypsin, weakening or breaking
the hydrogen bond. Hence, some a-helix was stretched and
transformed into b-sheet. It was found that the proportion of
b-sheet was evidently increased at lower concentrations
of PbII (System 1: [PbII] = 1 � 10�8 mol L�1 and [trypsin] = 1 �
10�5 mol L�1). When the PbII concentration was 5 � 10�6 mol L�1


or above, the proportions of the secondary structure remained
unchanged; this indicated that the trypsin had been dena-
tured.


Figure 1. Infrared spectra of pure trypsin and PbII/trypsin reaction systems
with different concentration of PbII at 25 8C, pH 5. The concentration of tryp-
sin is 1.0 � 10�5 mol L�1 in all of the systems. a) Pure trypsin solution, [tryp-
sin] = 1.0 � 10�5 mol L�1. b) System 1, [PbII] = 1.0 � 10�8 mol L�1. c) System 2,
[PbII]=1.0 � 10�7 mol L�1. d) System 3, [PbII] = 1.5 � 10�6 mol L�1. e) System 4,
[PbII] = 1.0 � 10�5 mol L�1. f) Pb(NO3)2.


Table 2. The main vibrational frequencies [cm�1][a] in the FTIR spectra of
pure trypsin, PbII/trypsin reaction systems with different concentration of
PbII, and Pb(NO3)2 at 25 8C, pH 5.


Assignment �OH [cm�1] Amide I [cm�1] NO3
� [cm�1]


Pure trypsin 3375 1653 –
System 1 3391 1647 1389
System 2 3396 1636 1389
System 3 3407 1636 1389
System 4 3427 1631 1389
Pure Pb(NO3)2 – – 1389


[a] The concentration of trypsin was 1.0 � 10�5 mol L�1 in all systems; the
concentrations of PbII in Systems 1–4 were 5 � 10�8, 5 � 10�7, 1.5 � 10�6,
and 1.0 � 10�5 mol L�1, respectively.


Figure 2. Curve-fitting results for the IR spectral amide I band of pure tryp-
sin.


Table 3. The percentages of the four types of trypsin secondary structure
in pure trypsin and in PbII/trypsin reaction systems [%] as determined
from their IR spectra at 25 8C, pH 5.[a]


Assignment a-helix b-sheet b-turn random RMSD


Pure trypsin 22 16 40 22 0.098
System 1 16 29 36 19 0.110
System 2 11 45 26 17 0.089
System 3 6 60 19 15 0.093
System 4 5 61 18 14 0.112


[a] The concentration of trypsin was 1 � 10�5 mol L�1 in all solutions.
System 1: [PbII] = 5 � 10�8 mol L�1. System 2: [PbII] = 5 � 10�7 mol L�1.
System 3: [PbII] = 1.5 � 10�6 mol L�1. System 4, [PbII] = 1 � 10�5 mol L�1.
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Circular dichroism (CD) spectra


Although IR spectroscopy has many advantages for studying
the secondary structures of proteins, uncertainties might arise
from the curve-fitting technique based on the method normal-
ly performed for proteins. CD spectroscopy is also frequently
used to investigate secondary structures of proteins because
of its high sensitivity. This study also utilized CD spectroscopy
to corroborate the changes in the secondary structure of tryp-
sin. The CD spectra of pure trypsin and of the other four PbII/
trypsin solutions were characterized by two broad negative
bands at about 203 and 222 nm and a positive band at about
195 nm, attributable to the presence of mixtures of a-helix and
b-structures (Figure 3).[16, 17] As the PbII concentration increased,


the b-sheet structure was again formed, as indicated by the
disappearance of the negative double minima at 203 and
222 nm and positive maximum at 195 nm (Table 4). The b-
sheet content increased significantly, from 10 % for pure tryp-
sin to 53 % for PbII/trypsin solution 3 ([PbII] = 1.5 � 10�6 mol L�1),
while a-helix and b-turn decreased under the same conditions,


with the former being changed from 17 % to 3 % and the latter
from 46 % to 25 %. The b-sheet and a-helix content did not
change any further when the PbII concentration was raised to
1.5 � 10�6 mol L�1 or above. Simultaneously, the content of
random structure also fell when the PbII concentration was in-
creased. The results obtained from the CD spectra are in good
agreement with these from the IR spectra. It is speculated that
PbII ions interact with �OH and �NH groups in trypsin, result-
ing in the change in the secondary structure.


Biological activity of trypsin


The function of trypsin is to hydrolyze arginine and tyrosine
residues in proteins selectively. Interaction of PbII and trypsin
was characterized by the up-regulation of trypsin activity when
the concentration of PbII was between 0 and 5 � 10�8 mol L�1,
followed by inhibition when [PbII] was >5 � 10�8 mol L�1


(Figure 4). This suggests that PbII is favorable for the active-site


conformation of trypsin at low concentrations and destructive
at high concentrations. The mechanism of activation of trypsin
at the low PbII concentration remains unknown. Perhaps PbII


bonded to the active site as the metal center, but when the
PbII concentration increased further, PbII bonded not only to
the active site but also to other trypsin sites, resulting in a sig-
nificant change in the second structure and a sharp reduction
in its activity.


Conclusion


The hazards of lead pollution are well documented. Tissue
damage caused by lead is slow and progressive. This study has
used trypsin as an example protein to investigate how PbII


would interact with �OH and �NH groups in a protein and
affect its biological activity. The results have clearly demon-
strated that the secondary structure of trypsin changed signifi-
cantly in the presence of PbII. If the data could be extrapolated


Figure 3. CD spectra of trypsin solution and PbII/trypsin reaction systems at
25 8C, pH 5. The concentration of trypsin was 1.0 � 10�5 mol L�1 in all of the
systems. q expresses the CD intensity. a) Pure trypsin solution, [trypsin] =


1.0 � 10�5 mol L�1. b) System 1, [PbII] = 1.0 � 10�8 mol L�1. c) System 2, [PbII] =


1.0 � 10�7 mol L�1. d) System 3, [PbII] = 1.5 � 10�6 mol L�1. e) System 4, PbII =


1.0 � 10�5 mol L�1.


Table 4. The percentages of the four types of trypsin secondary structure
in pure trypsin and in PbII/trypsin reaction systems [%] as determined
from their CD spectra at 25 8C, pH 5.[a]


Assignment a-helix b-sheet b-turn random RMSD


Pure trypsin 17 10 46 27 0.157
System 1 12 24 38 26 0.134
System 2 7 37 33 23 0.115
System 3 3 53 25 19 0.151
System 4 3 54 24 19 0.087


[a] The concentration of trypsin was 1 � 10�5 mol L�1 in all solutions.
System 1: [PbII] = 5 � 10�8 mol L�1, 2: [PbII] = 5 � 10�7 mol L�1, 3: [PbII] = 1.5 �
10�6 mol L�1, 4 : [PbII] = 1 � 10�5 mol L�1.


Figure 4. The effect of [PbII] on the activity of trypsin measured by visible
spectrophotometry at 30 8C, pH 8. Casein was used as a substrate and a mix-
ture of phosphate–tungstic acid and phosphomolybdic acid was used as re-
active reagent. The greater the absorbance (A), the stronger the activity of
trypsin was.
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to in vivo situations, lead toxicity would be associated with
modification of the secondary structures of various functional
proteins in living cells.


Experimental Section


Materials and apparatus : Anhydrous lead nitrate of analytical
purity and trypsin with a molecular weight of 23 300 were ob-
tained from Sigma. The instruments used in this study included a
DDS-11A digital conductimeter; Bio-Rad FTS-40 spectra were ob-
tained on a Fourier transform infrared spectrograph and Jasco J-
810 spectropolarimeters. The water used for all the experiments
was doubly distilled.


Establishment of reaction systems : Aqueous Pb(NO3)2 (100 mL,
1.007 � 10�1 mol L�1) was prepared by dissolving Pb(NO3)2


(3.3121 g) in doubly distilled water (100 mL). The solution was di-
luted to produce a series of solutions (5 � 10�5 mol L�1, 5 �
10�4 mol L�1, 1 � 10�3 mol L�1, 1.5 � 10�3 mol L�1). Trypsin in aqueous
solution (100 mL, 1.0 � 10�5 mol L�1) was prepared with the pH
value being adjusted to 5 with dilute HCl solution (1 mol L�1).
Aqueous trypsin solution (10 mL) was placed in four round-bot-
tomed flasks (25 mL), followed by addition of one of the aqueous
Pb(NO3)2 solutions (10 mL). The four resulting solutions were
named System 1, System 2, System 3, and System 4, respectively,
and the concentrations of PbII in the four systems were 5 �
10�8 mol L�1, 5 � 10�7 mol L�1, 1.5 � 10�6 mol L�1, and 1.0 �
10�5 mol L�1, respectively. Three parallel experiments were per-
formed simultaneously for each reaction system. The reactive solu-
tions were stirred for 2 days at room temperature. The conductivi-
ties of the reaction systems and of the aqueous solutions of Pb-
(NO3)2 with the same concentration of PbII were determined. This
was followed by recording of the IR and CD spectra of pure trypsin
and of the reaction systems.


FTIR : The Pb(NO3)2/trypsin reaction solutions were dried for 48 h
under vacuum at 35 8C to form solid films. FTIR spectra between
4000 cm�1 and 400 cm�1 were measured 16 times in a KBr flake. In
order to obtain detailed information about the changes in the
trypsin secondary structure, the shapes of the amide I bands of the
pure trypsin and of the reaction systems were analyzed by derivati-
zation, deconvolution, and curve fitting techniques.[18] The percen-
tages of the a-helices, b-sheets, b-turns, and random structure
were calculated by addition of the areas of all bands assigned to
each of the structures and expression of the sum as a fraction of
the total amide I band area.[19–23] The analytical program used
during the derivatization, deconvolution, and curve fitting in the
experiment was WIN-IR 4.0. A number of studies have analyzed a
wide range of water-soluble proteins and compared quantitative
estimates based upon infrared spectra with the available X-ray dif-
fraction data.[24] Good agreement between the two techniques has
been reported. The FTIR technology has been widely used to char-
acterize the secondary structures of proteins.


Far-UV CD spectra : Far-UV spectra (190—260 nm) of the trypsin
were recorded on a Jasco J-810 spectropolarimeter. This instru-
ment had previously been calibrated for wavelength with benzene
vapor and for optical rotation with d-10-camphorsulfonic acid. A
cell with a pathlength of 1 cm was used. A thermostatically con-
trolled cell holder and a Thermo NESLAB (Portsmouth, NH, USA)
RET-111M temperature controller were used to maintain the de-
sired temperature. The parameters were as follows: bandwidth,
1 nm; step resolution, 0.1 nm; scan speed, 50 nm min�1; response
time, 0.25 s. Each spectrum was obtained by averaging four to six


scans. Quantitative estimations of the secondary structure content
were made with the aid of the CDPro software package, which in-
cludes the programs CDSSTR, CONTIN, and SELCON3 (http://lamar.
colostate.edu/~ sreeram/CDPro).[25] We used these three programs
to analyze our CD spectra. The a-helical fractions derived from the
CDPro programs are in a good agreement with those calculated
based on empirical methods from ellipticities at either 208 or
222 nm.[16, 17]


Determination of biological activity of trypsin : Trypsin can selec-
tively hydrolyze arginine and tyrosine residues in a protein. In this
study, casein was used as a substrate and the hydrolysis products
were treated with a mixture of phosphate–tungstic acid and phos-
phomolybdic acid; this resulted in an absorption band at 680 nm.
The greater the absorbance, the stronger the activity of trypsin
was (the hydrolytic activity of trypsin was determined in a 722-Visi-
ble spectrophotometer).[12] PbII solutions (10 mL) of different con-
centrations as described above were added to trypsin solution
(10�5 mol L�1, 10 mL). After 2 days, the reaction solution (1 mL) was
sampled into a test tube, the pH was adjusted to 8 with boric acid
buffer solution, and casein solution (2 mL) was added. The mixed
solutions were then thoroughly stirred and allowed to react for 15
minutes at 30 8C, and the mixed solution of phosphate–tungstic
acid and phosphomolybdic acid (3 mL) was then added. The ab-
sorbance at 680 nm was measured.
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SPR Studies of Carbohydrate–Protein
Interactions: Signal Enhancement of Low-
Molecular-Mass Analytes by Organoplatinum(ii)-
Labeling
Daniela Beccati,[a] Koen M. Halkes,[a] Guido D. Batema,[b] Gabriela Guillena,[b]


Adriana Carvalho de Souza,[a] Gerard van Koten,[b] and Johannis P. Kamerling*[a]


Introduction


Introduced in the early 1990s, biosensors based on surface
plasmon resonance (SPR) have become a well-established tool
for studying biomolecular interactions in real time.[1, 2] Major
applications have been reported, not only for protein–protein
interactions, including in conjunction with mass spectrometry,
but also in SPR studies on nucleic acid–protein, carbohydrate–
protein, and carbohydrate–carbohydrate interactions.[3–6]


Qualitative SPR applications range from orphan-ligand and
small-analyte screening to epitope mapping and complex as-
sembly studies, whereas quantitative experiments include con-
centration measurements of active molecules in solution, eval-
uation of competition/inhibition events, and determination of
rate and affinity constants. Nevertheless, since the SPR re-
sponse is proportional to the accumulation of mass on the
sensor surface, a serious constraint imposed by this technique
concerns the dimensions of the molecules to be employed as
analytes.[7]


In recent years, several groups have focused on SPR as an
emerging technique to detect protein–carbohydrate interac-
tions,[8–20] key steps in many biological events.[21, 22] SPR studies
of these biological events are hampered by the low availability
of high-molecular-mass oligosaccharides and by the weakness
of protein–carbohydrate interactions. To overcome these prob-
lems, more accessible low-molecular-mass carbohydrate epi-
topes are multivalently presented to the lectin to increase
both their binding affinity and overall mass (thereby enhancing
the SPR response). Thus, glycan epitopes can either be immo-
bilized on the surface of a sensor chip[23] or, when used as ana-


lytes, conjugated to carrier proteins[24–26] or, in the case of car-
bohydrate–carbohydrate interactions, clustered on gold glyco-
nanoparticles.[27]


Although recent improvements in signal-to-noise ratio have
made it possible to measure the binding of monovalently pre-
sented low-molecular-mass analytes directly,[28] relevant control
surfaces for blank subtraction and high surface concentrations
of active immobilized ligands are needed. This is often difficult
to achieve, and mass transport limitations and rebinding
events may complicate interaction analysis at such high ligand
densities.[29] Moreover, to obtain sufficient SPR signal for the
weak-affinity binding of a carbohydrate to a protein with ana-
lytes of molecular mass <1000 Da, high analyte concentra-
tions (up to the millimolar range) are required.[15, 30–34] Under
these conditions, the contribution from the bulk refractive
index to the specific response becomes significant, with an ap-
parent loss in specific binding.


The relatively insensitive surface plasmon resonance (SPR) signal
detection of low-molecular-mass analytes that bind with weak
affinity to a protein—for example, carbohydrate–lectin binding—
is hampering the use of biosensors in interaction studies. In this
investigation, low-molecular-mass carbohydrates have been la-
beled with an organoplatinum(ii) complex of the type [PtCl-
(NCN�R)]. The attachment of this complex increased the SPR
response tremendously and allowed the detection of binding
events between monosaccharides and lectins at very low analyte
concentrations. The platinum atom inside the organoplatinum(ii)
complex was shown to be essential for the SPR-signal enhance-


ment. The organoplatinum(ii) complex did not influence the spe-
cificity of the biological interaction, but both the signal enhance-
ment and the different binding character of labeled compounds
when compared with unlabeled ones makes the method unsuita-
ble for the direct calculation of biologically relevant kinetic pa-
rameters. However, the labeling procedure is expected to be of
high relevance for qualitative binding studies and relative affinity
ranking of small molecules (not restricted only to carbohydrates)
to receptors, a process of immense interest in pharmaceutical
research.
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This study presents a method that allows facile qualitative
SPR detection of low-molecular-mass carbohydrate epitopes at
low concentrations with a Biacore 2000 instrument. In our ex-
perimental setup, low-molecular-mass carbohydrates (mono-
and disaccharides) are labeled with an organoplatinum(ii) com-
plex. These compounds, when allowed to flow at very low ana-
lyte concentrations (0.5–20 mm range) across suitable lectin sur-
faces, give rise to intense SPR signals. The crucial role of the
platinum atom for this SPR signal enhancement is discussed.


Results


PtCl(NCN�R)-labeling ensures higher sensitivity in SPR
detection


RCA120 (specific for galactose/lactose) and Con A (specific for
mannose and displaying a weak binding affinity for glucose)
were chosen as model carbohydrate-binding proteins for SPR
analysis of the interactions between low-molecular-mass sac-
charides and immobilized lectins. Each lectin was immobilized
on two channels of a CM5 sensor chip (�11 000 RU for dimeric
Con A, �11 500 RU for RCA120), and one channel of each lectin
was denatured to serve as a blank surface. Firstly, the mono-
and disaccharides d-mannose, d-glucose, d-galactose, methyl
a-d-mannopyranoside, methyl b-d-galactopyranoside, and lac-
tose were tested for their SPR responses on the lectin surfaces.
The same series of free mono- and disaccharides were then la-
beled with the organoplatinum(ii) complex of the type [PtCl-
(NCN�R)] with the aid of the activated ester 1 (2–5 ;) and al-
lowed to flow over the same lectin surfaces (NCN�R is an ab-
breviation for the terdentate, monoanionic, 4-substituted 2,6-
bis(dimethylaminomethylene)phenyl “pincer” ligand[35, 36]).


Despite their well known specificity for these lectins, none
of the free saccharides or methyl glycopyranosides showed
any detectable binding either to Con A or to RCA120 in the 1–
600 mm concentration range. In contrast, lactose labeled with
the organoplatinum(ii) complex PtCl(NCN�R) (2), injected at
9 mm concentration over RCA120, produced a strong SPR signal
(Figure 1). To examine whether such a high response could be
attributed to specific binding, compound 2 (9 mm) was also in-
jected simultaneously onto denatured RCA120, Con A, and de-
natured Con A. As depicted in Figure 1, only the active RCA120


surface gave a strong SPR signal, while the responses on the
other surfaces were comparable to one another and very low.
Similar sensorgrams, demonstrating the signal-enhancing
properties of the organoplatinum(ii) complex, were obtained
for galactose derivative 3 on the RCA120 surface (90 RU at
2.5 mm after blank subtraction), and for mannose derivative 4
and glucose derivative 5 on the Con A surface (50 and 10 RU
at 2.5 mm after blank subtraction, respectively).


Figure 2 A shows the concentration-dependent overlay plot
for 2 (1.1–17.5 mm), injected over RCA120. The question of
whether the length of the linker between the saccharide and
the organoplatinum(ii) complex would influence the signal-en-
hancing qualities of the complex or prevent the biomolecular
interaction was also investigated. For this purpose, compound
7 was synthesized and analyzed by SPR. As illustrated in the


sensorgram in Figure 2 B, a signal-enhancing SPR response sim-
ilar to that observed for 2 (Figure 2 A) was seen; this estab-
lishes that the binding of 7 to RCA120 was not disturbed by the
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close proximity of the organoplatinum(ii) complex to the car-
bohydrate.


Subsequently, the binding affinities of free and PtCl(NCN�R)-
labeled lactose 2 on RCA120 were compared in a competition


experiment. Increasing amounts of free lactose were added to
a 7.5 mm solution of 2, and the resulting sensorgrams were
measured. The SPR data presented in Figure 2 C show that the
response decreased progressively with increasing free lactose
concentration, resulting in a reduction to half of the original
RU for an equimolar free lactose/compound 2 solution. This
result demonstrates clearly that PtCl(NCN�R)-labeled lactose
competes effectively with free lactose for the same lectin bind-
ing site.


Unraveling the characteristics of the organoplatinum(ii)
complex


To investigate the influence of the different structural compo-
nents of the organoplatinum(ii) complex PtCl(NCN�R) on the
signal-enhancing phenomenon, the lactose derivatives 9, 11,
and 12 were synthesized. The modifications relative to 2 in-
volved the removal of the platinum atom (9 and 11) and the
removal of both the platinum atom and the pincer arms to
yield an unsubstituted phenyl moiety (12). Free lactose and
compounds 2, 9, 11, and 12 (1.25–40 mm) were allowed to
flow across the RCA120 surfaces to yield, after blank subtraction,
the sensorgrams depicted in Figure 3 A–E. The strongest re-
sponse is clearly that associated with the organoplatinum(ii)-
containing compound 2 (60–160 RU, Figure 3 B). The sensor-
grams of compounds 9, 11, and 12 (Figure 3 C–E) show that
the intensity of the SPR signal decreased dramatically when-
ever the aglycon did not contain a platinum atom.


As would be expected, the platinum-free compounds pre-
sented low signals that increased linearly according to their
molecular masses. In the chosen concentration range the RU
values are close to zero for free lactose (MW = 342), 2–7 RU for
12 (MW = 563), and 5–40 RU for 11 and 9 (MW = 711/713 and
755/757, respectively). Hence, it appears that the response
shown by 2 (60–160 RU) cannot be explained simply by the in-
crease in molecular mass of 2 (MW = 906/908). This observation
is further supported by comparison of the SPR responses (at
1 mm concentration) of PtCl(NCN�R)-labeled galactose 3 and
Br(NCN�R)-labeled lactose 9, possessing close molecular
masses (MW = 745 vs. 755/757), but differing in the presence or
absence of the platinum atom. Even though lactose has a
higher affinity for RCA120 than galactose,[37] the lack of the plati-
num atom in 9 causes a significant drop in RU relative to 3
(Figure 4). A curve relating the RU values at 26 mm concentra-
tion for lactose, 2, 9, 11, and 12 with their respective molecular
masses (Figure 5) reveals that the PtCl(NCN�R)-labeled lactose
2 and the PtCl(NCN�R)-labeled galactose 3 not only deviate
from the linear trend presented by 9, 11, and 12, but also
give responses corresponding to higher-molecular-mass com-
pounds.


Evaluation of the reference surface


To investigate whether denatured lectins could be considered
suitable reference surfaces, compound 2 was allowed to flow
across RCA120, denatured RCA120, Con A, and denatured Con A
for 50 min at 8 mm concentration. Inspection of the sensor-


Figure 1. Sensorgrams of PtCl(NCN�R)-labeled lactose 2 (9 mm) flowing
across RCA120, denatured RCA120*, Con A, and denatured Con A*. An asterisk
denotes a denatured component.


Figure 2. A) Concentration-dependent binding of 2 to RCA120. Concentra-
tions from bottom to top: 1.1, 2.2, 4.4, 8.75, 17.5 mm. B) Concentration-de-
pendent binding of 7 to RCA120. Concentrations from bottom to top: 1.25,
2.5, 5, 10, 20 mm. C) Competition assay between free lactose and PtCl(NCN�
R)-labeled lactose 2. Increasing amounts of free lactose were progressively
added to a 7.5 mm solution of 2 (top curve; from top to bottom curve, free
lactose concentrations: 0, 0.5, 1, 2, 4, 8, 16 mm).
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grams presented in Figure 6 reveals that the SPR response on
active RCA120 during the first 5 min of association differed sig-
nificantly from those observed on denatured RCA120, Con A,
and denatured Con A, due to specific binding on this surface.
With prolonged injection times, similar linear increases are ob-
served for all the four curves, suggesting nonspecific binding
of 2 on each of the sensorchip surfaces. Since both active and
denatured surfaces present the same trend, subtraction of ref-
erence channels from the active lectin surface could be usable
to correct for nonspecific binding, refractive index changes,
and detector drift. The contribution of these phenomena to


Figure 3. Sensorgrams of lactose variants with different aglycon structures.
All binding curves have been corrected for nonspecific binding (RCA120–
RCA120*). A) Free lactose. B) Compound 2. C) Compound 11. D) Compound 9.
E) Compound 12. Concentrations: 40–1.25 mm (top to bottom).


Figure 4. Relative response (RU) versus time for the binding responses of :
A) PtCl(NCN�R)-labeled galactose 3 (MW = 745) and B) Br(NCN�R)-labeled lac-
tose 9 (MW = 755/757) flowing across immobilized RCA120 at 1 mm concentra-
tion.


Figure 5. Molecular mass versus SPR response at 26 mm concentration for:
A) compound 12, B) compound 11, C) compound 3, D) compound 9, and
E) compound 2.


Figure 6. Sensorgrams of PtCl(NCN�R)-labeled lactose 2 (8 mm) flowing
across RCA120, denatured RCA120*, Con A, and denatured Con A*. Injection
time: 50 min. The shaded part indicates the injection time usually consid-
ered in Biacore analysis.
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the measured SPR response could be further minimized by use
of low analyte concentrations (0.5–20 mm) and short injection
times (3–5 min).


Discussion and Conclusions


SPR is an optical phenomenon that is generated at a noble
metal-coated interface (a 10 nm gold film in Biacore biosen-
sors) between two media of different refractive index (RI), by a
beam of monochromatic, plane-polarized light. Under condi-
tions of total internal reflection, an evanescent wave will pene-
trate into the medium of lower RI, causing free electrons in the
metal layer to oscillate, resulting in the generation of the so-
called surface plasmon waves. These plasmons can be reso-
nantly excited only at a well defined angle of incidence, and
can be monitored in the reflected light, since a reduction in its
intensity occurs at that angle. The SPR of the system is very
sensitive to variations in the refractive index of the media adja-
cent to the metal layer. For a given number of ligand sites, the
response increases linearly with the mass bound to the sensor
surface, as the RI changes are stronger for high-molecular-
mass analytes.[38]


Oligosaccharides binding to immobilized proteins are not
easily detected, due to their low molecular masses and weak
binding affinities, so labeling procedures are often required.


In this study it has been shown that attachment of an orga-
noplatinum(ii)-containing aglycon of the PtCl(NCN�R) type to
a saccharide produces a strong SPR signal enhancement, al-
lowing binding studies of low-molecular-mass saccharides to
lectins at very low analyte concentrations: monosaccharide an-
alytes containing such an aglycon give rise to intense SPR sig-
nals even at 1.25 mm concentration. The PtCl(NCN�R)-labeled
saccharides are completely water-soluble, do not aggregate in
the buffer solutions conventionally used in SPR experiments,
and can be stored for long periods. Competition experiments
between free saccharides and their organoplatinum(ii)-contain-
ing analogues have demonstrated that the labeling does not
affect the specificity of the biomolecular interaction. In addi-
tion, the binding experiments with organoplatinum(ii)-labeled
glucose and mannose over the Con A surface show that the
relative affinity order of unlabeled glucose and mannose is pre-
served. The presence of a shorter spacer than the 3-(amido-
ethylthio)propyl spacer between saccharide and organoplati-
num(ii) complex gave the same lectin binding profile. This
demonstrates that although the organoplatinum(ii) complex is
in close proximity to the binding site of the lectin, it does not
influence the binding of the analyte to it.


Since this signal-enhancing property cannot be explained
simply in terms of the molecular mass increase of the carbohy-
drate, a possible explanation has to be inferred from the SPR
phenomenon itself. The observation that the platinum atom is
essential for conferring signal-enhancing properties to the aro-
matic aglycon raises the possibility that the noble metal atom
may cause more complex effects than simply inducing bulk
changes in the RI close to the gold layer.[39] Introductory ex-
periments, performed in our group, with compounds in which
the Pt atom is replaced by a Pd atom have shown the same


signal-enhancing effect (data not shown). A significant interac-
tion between the platinum electrons and the evanescent wave
produced in the proximity of the sensorchip surface is believed
to be responsible for the observed phenomenon.


The inaccuracy involved in relating the response of PtCl-
(NCN�R)-labeled saccharides directly to their molecular masses
may cause overestimation of calculated thermodynamical pa-
rameters, such as their affinity constants toward lectins. Explor-
atory kinetic binding studies indicate that, as a consequence of
the signal enhancement, values calculated for the PtCl(NCN�
R)-labeled lactose/RCA120 interaction (KD = 2 mm) are between
10 and 30 times higher than values previously determined for
the lactose/RCA120 interaction by isothermal titration calorime-
try[37] or equilibrium dialysis calculation.[40, 41] Discrepancies in KD


values can also be observed between the PtCl(NCN�R)-labeled
mannose/Con A affinity measured by SPR (KD = 0.6 mm) and
values obtained from titration microcalorimetry,[42] fluorescence
anisotropy,[42] and SPR[19, 43] for the methyl a-d-mannopyrano-
side/Con A interaction. In addition, careful inspection of the
SPR sensorgrams of organoplatinum(ii)-labeled lactose and un-
labeled lactose derivatives (e.g. , 9 or 11) shows that both the
association with and dissociation from the lectin are slower for
the organoplatinum(ii)-labeled compound. The discussed limi-
tations associated with the use of the organoplatinum(ii) label
make quantitative SPR binding studies unfeasible.


To conclude, labeling of low-molecular-mass saccharides
with the PtCl(NCN�R) aglycon ensures high SPR responses. The
organoplatinum(ii) complex is therefore an excellent label for
the qualitative detection of binding events taking place on the
gold surface of the biosensor. Although the signal enhance-
ment causes overestimation of the calculated affinities, specif-
icity and affinity ranking between compounds are preserved.
Therefore, relative values, more than absolute ones, can furnish
a clear picture of the different affinities of labeled oligosacchar-
ides for the tested proteins. We envision that this labeling pro-
cedure could be applicable to establishing the carbohydrate-
binding specificity of unknown lectins with biosensors, a
method traditionally hampered by the low availability of high-
molecular-mass oligosaccharides. More generally, qualitative
binding studies of synthetic or isolated small molecules to re-
ceptors, and their relative affinity ranking, by organoplati-
num(ii) labeling of analytes has become a possibility. SPR
screening of organoplatinum(ii)-labeled plant/animal extracts
or chemical libraries (e.g. , peptide, carbohydrate, DNA, or het-
erocycles) allows the identification of biologically active lead
compounds, a process of immense importance in pharmaceuti-
cal research.


Experimental Section


General : Surface plasmon resonance studies were carried out on a
Biacore 2000 instrument, with CM5 sensor chips and Biaevalua-
tion 3.0 software (Pharmacia Biosensor AB, Uppsala, Sweden). N-Hy-
droxysuccinimide was purchased from Merck (NJ, USA), N-ethyl-N’-
(dimethylaminopropyl)carbodiimide and ethanolamine from Sigma
(St. Louis, USA), cysteamine hydrochloride and N-ethylmorpholine
from Fluka (Buchs, Switzerland), and O-benzotriazol-1-yl-N,N,N’,N’-
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tetramethyluronium tetrafluoroborate (TBTU) from NovaBiochem
(Breda, The Netherlands). C-18 Extract-Clean columns were pur-
chased from Alltech (Breda, The Netherlands) and Dowex 50 W � 2
(H+ , 200–400 mesh) from Fluka (Buchs, Switzerland). Ricinus com-
munis agglutinin from castor bean (RCA120) and concanavalin A
lectin from Canavalia ensiformis (Con A) were supplied by Sigma
(St. Louis, USA). Compounds 1[44] and 6[35] were synthesized by pro-
cedures similar to those used for their iodide and bromide ana-
logues, respectively. Compounds 8 and 10 were synthesized as
described earlier.[45]


Reactions were monitored by TLC on silica gel (60 F254, Merck);
after examination under UV light, compounds were visualized by
heating with methanolic H2SO4 (10 % v/v), orcinol (2 mg mL�1) in
methanolic H2SO4 (20 % v/v), or ninhydrin (1.5 mg mL�1) in BuOH/
H2O/HOAc (38:1.75:0.25). Vacuum line column chromatography
(VLC) was performed on silica gel (Merck 60, 0.040–0.063 mm). UV
irradiation for synthetic purposes was performed in quartz vials at
254 nm with a grid tube lamp (VL-50 C, 50 W, Vilber Lourmat). Or-
ganic solvents were removed under reduced pressure at 30–50 8C
on a water bath. 1H NMR spectra were recorded at 300 K with a
Bruker AMX 500 (500 MHz) spectrometer; dH values are given in
ppm relative to the signal for internal Me4Si (dH = 0, CDCl3) or in-
ternal acetone (dH = 2.22, D2O). Two-dimensional 1H–1H TOCSY
(mixing time 7 ms) spectra were recorded at 300 K with a Bruker
AMX 500 spectrometer. Exact masses were measured by matrix-as-
sisted laser desorption ionization time-of-flight mass spectrometry
with a Voyager-DE Pro (Applied Biosystems) instrument in the re-
flector mode at a resolution of 5000 FWHM. a-Cyano-4-hydroxycin-
namic acid (Fluka Chemie GmbH, Buchs, Switzerland) in H2O
(5 mg mL�1) was used as a matrix. A ladder of maltose oligosac-
charides (G3–G13) was added as internal standard.


General procedure for the synthesis of [PtCl(NCN)]-3-(amido-
ethylthio)propyl glycosides : Cysteamine hydrochloride (1 equiv)
was added to a solution of an allyl glycoside in water (3 mL). The
mixture was transferred to a quartz vial and irradiated with UV
light for 2 h, after which TLC analysis (dichloromethane/methanol
8:2) showed the formation of a new spot on the baseline and
some remaining allyl glycoside. The mixture was applied to a
Dowex 50 W � 2 (H+) column (50 mm � 6 mm), and after the elution
of contaminants with water, the 3-(aminoethylthio)propyl glycoside
was eluted with aq. ammonia (6 %). The product was lyophilized
twice from water, and was directly used in the next reaction step.


A solution of 1 (1.5 equiv) in tetrahydrofuran (0.3 mL) was added
to a solution of the 3-(aminoethylthio)propyl glycoside in aq.
NaHCO3 (0.25 m)/acetonitrile (1:1, 0.6 mL, v/v), and the mixture was
agitated gently overnight. After concentration in vacuo, the resi-
due was dissolved in water (15 mL) and washed with dichlorome-
thane (3 � 15 mL), and the aqueous layer was concentrated to a
volume of approximately 3 mL, and then loaded on a C-18 Extract-
Clean column. The remaining 3-(aminoethylthio)propyl glycoside
was eluted with water (15 mL) and the [PtCl(NCN)]-3-(amido-
ethylthio)propyl glycosides with methanol (10 mL). After concen-
tration in vacuo, followed by lyophilization from water, the prod-
ucts were obtained as solids.


[PtCl(NCN)]-3-(amidoethylthio)propyl b-lactoside (2): White solid,
11.0 mg, overall yield 59 %. 1H NMR (500 MHz, D2O): d= 1.93 (m,
2 H; OCH2CH2CH2S), 2.73 (br t, 2 H; OCH2CH2CH2S), 2.80 (br t, 2 H;
SCH2CH2ND), 3.02 and 3.14 (2 s, each 6 H; 2 CH2N(CH3)2), 3.28 (dd,
J1,2 = 7.9 Hz, J2,3 = 8.1 Hz, 1 H; H-2), 3.48 (m, 1 H; H-5), 3.66 (m, 1 H;
H-5’), 3.72 and 3.89 (2 m, each 1 H; OCH2CH2CH2S), 3.73 (dd, J5’,6a’=
4.5 Hz, J6a’,6b’= 11.4 Hz, 1 H; H-6a’), 3.80 (dd, J5’,6b’= 7.7 Hz, 1 H; H-


6b’), 3.84 (dd, J5,6b = 4.6 Hz, J6a,6b = 12.3 Hz, 1 H; H-6b), 3.87 (br d,
J3’,4’= 2.4 Hz, J4’,5’<1 Hz, 1 H; H-4’), 3.93 (dd, J5,6a = 2.2 Hz, 1 H; H-6a),
4.15 and 4.16 (2 s, each 2 H; 2 CH2N(CH3)2), 4.36 (d, 1 H; H-1), 4.42
(d, J1’,2’= 6.4 Hz, 1 H; H-1’), 7.32 and 7.34 (2 s, each 1 H; 2 CHarom).
High-resolution MS data for C30H50


35ClN3O12
195PtS (M = 906.245):


[M+H�HCl]+ : found 871.273; calculated 871.276.


[PtCl(NCN)]-3-(amidoethylthio)propyl b-d-galactopyranoside (3):
Light yellow solid, 10.7 mg, overall yield 72 %. 1H NMR (500 MHz,
D2O): d= 1.91 (m, 2 H; OCH2CH2CH2S), 2.71 (br t, 2 H; OCH2CH2CH2S),
2.83 (br t, 2 H; SCH2CH2ND), 2.90 (br s, 12 H; 2 CH2N(CH3)2), 3.26 and
3.92 (2 m, each 1 H; OCH2CH2CH2S), 3.50 (dd, J1,2 = 7.7 Hz, J2,3 =
9.7 Hz, 1 H; H-2), 3.59 (m, 2 H; SCH2CH2ND), 3.63 (dd, J3,4 = 3.5 Hz,
1 H; H-3), 3.91 (br d, J4,5<1 Hz, 1 H; H-4), 4.19 (br s, 4 H; 2 CH2N-
(CH3)2), 4.40 (d, 1 H; H-1), 7.41 (br s, 2 H; CHarom). High-resolution MS
data for C24H40


35ClN3O7
195PtS (M = 744.192): [M+H�HCl]+ : found


709.229; calculated 709.224.


[PtCl(NCN)]-3-(amidoethylthio)propyl a-d-mannopyranoside (4):
White solid, 9.9 mg, overall yield 46 %. 1H NMR (500 MHz, D2O): d=
1.91 (m, 2 H; OCH2CH2CH2S), 2.69 (br t, 2 H; OCH2CH2CH2S), 2.82
(br t, 2 H; SCH2CH2ND), 2.99 (br s, 12 H; 2 CH2N(CH3)2), 3.59 and 3.80
(2 m, each 1 H; OCH2CH2CH2S), 3.61 (br t, 2 H; SCH2CH2ND), 3.89
(br d, J1,2<1 Hz, J2,3 = 3.2 Hz, 1 H; H-2), 4.18 (br s, 4 H; 2 CH2N(CH3)2),
4.82 (br s, 1 H; H-1), 7.31 (s, 2 H; CHarom). High-resolution MS data for
C24H40


35ClN3O7
195PtS (M = 744.192): [M+H�HCl]+ : found 709.222;


calculated 709.224.


[PtCl(NCN)]-3-(amidoethylthio)propyl b-d-glucopyranoside (5):
White solid, 16.1 mg, overall yield 68 %. 1H NMR (500 MHz, D2O):
d= 1.93 (m, 2 H; OCH2CH2CH2S), 2.72 (br t, 2 H; OCH2CH2CH2S), 2.78
(br t, 2 H; SCH2CH2ND), 3.02 and 3.14 (2 s, each 6 H; 2 CH2N(CH3)2),
3.21 (dd, J1,2 = 7.9 Hz, J2,3 = 9.1 Hz, 1 H; H-2), 3.42 (br t, 1 H; H-3), 3.34
(m, 2 H; H-4 and H-5), 3.56 (t, 2 H; SCH2CH2ND), 3.72 (m, 1 H; H-6b),
3.72 and 3.99 (2 m, each 1 H; OCH2CH2CH2S), 3.88 (dd, J5,6a = 1.3 Hz,
J6a,6b = 12.1 Hz, 1 H; H-6a), 4.14 and 4.15 (2 s, each 2 H; 2 CH2N(CH3)2),
4.33 (d, 1 H; H-1), 7.32 and 7.33 (2 s, each 1 H; 2 CHarom). High-resolu-
tion MS data for C24H40


35ClN3O7
195PtS (M = 744.192): [M+H�HCl]+ :


found 709.228; calculated 709.224.


[PtCl(NCN)]-valine-b-lactosylamide (7): A solution of 6 (59.1 mg,
111 mmol) in dry dimethylformamide (1 mL), preactivated for 5 min
with TBTU (34.7 mg, 107 mmol) and N-ethylmorpholine (21.2 mL,
185 mmol), was added to a solution of b-lactosylamine[46] (12 mg,
37.0 mmol) in dimethylformamide/dimethyl sulfoxide (1:1, 500 mL,
v/v). The mixture was stirred overnight, and then concentrated in
vacuo and coconcentrated with toluene (4 � 10 mL). A solution of
the residue in H2O (20 mL) was washed with dichloromethane (3 �
15 mL), and was then concentrated to a volume of approximately
3 mL and loaded onto a C-18 Extract-Clean column. Side products
and salts were eluted with water (15 mL), and 7 with methanol
(10 mL). After concentration in vacuo, followed by lyophilization
from water, 7 was obtained as a slightly yellow solid (10.1 mg,
32 %). 1H NMR (500 MHz, D2O): d= 0.93 (d, JHb,Hga = 6.8 Hz, 3 H; CH3-
ga), 0.96 (d, JHb,Hgb = 7.0 Hz, 3 H; CH3-gb), 2.00 (m, 1 H; H-b), 2.76
(br s, 12 H; 2 CH2N(CH3)2), 3.21 (br s, 1 H; H-a), 3.47 (br t, 1 H; H-2),
3.56 (dd, J1’,2’= 7.8 Hz, J2’,3’= 9.9 Hz, 1 H; H-2’), 3.93 (br d, J3’,4’=
3.4 Hz, J4’,5’<1 Hz, 1 H; H-4’), 4.24 (s, 4 H; 2 CH2N(CH3)2), 4.47 (d, 1 H;
H-1’), 5.06 (d, 1 H; J1,2 = 9.2 Hz, H-1), 6.98 (s, 2 H; 2 CHarom). High-reso-
lution MS data for C30H51


35ClN4O11
195Pt (M, 873.289): [M+H�HCl]+ :


found 838.324; calculated 838.320.


[Br(NCN)]-3-(amidoethylthio)propyl b-lactoside (9): A solution of
8 (29.2 mg, 93.9 mmol) in dry dimethylformamide (1 mL), preacti-
vated for 5 min with TBTU (29.1 mg, 90.8 mmol) and N-ethylmor-
pholine (17.9 mL, 156 mmol), was added to a solution of 3-(amino-
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ethylthio)propyl b-lactoside (15 mg, 31.3 mmol) in dry dimethyl-
formamide (1 mL). The mixture was stirred overnight, and was
then concentrated in vacuo and coconcentrated with toluene (4 �
10 mL). The product was purified by VLC (dichloromethane/metha-
nol/triethylamine 98:1.5:0.5!95:4:1!90:9:1) to afford 9 as an
amorphous white solid (12.4 mg, 54 %). 1H NMR (500 MHz, D2O):
d= 1.91 (m, 2 H; OCH2CH2CH2S), 2.29 (s, 12 H; 2 CH2N(CH3)2), 2.71
(br t, 2 H; OCH2CH2CH2S), 2.84 (br t, 2 H; SCH2CH2ND), 3.26 (dd, J1,2 =
8.0 Hz, J2,3 = 9.3 Hz, 1 H; H-2), 3.54 (dd, J1’,2’= 7.8 Hz, J2’,3’= 9.9 Hz,
1 H; H-2’), 3.66 (dd, J3’,4’= 3.3 Hz, 1 H; H-3’), 3.73 (s, 4 H; 2 CH2N-
(CH3)2), 3.74 and 3.95 (2 m, each 1 H; OCH2CH2CH2S), 3.92 (br d,
J4’,5’<1 Hz, 1 H; H-4’), 4.42 (d, 1 H; H-1), 4.43 (d, 1 H; H-1’), 7.68 (br s,
2 H; CHarom). High-resolution MS data for C30H50


79BrN3O12S (M =
755.230): [M+H]+ : found 756.237; calculated 756.238.


[Cl(NCN)]-3-(amidoethylthio)propyl b-lactoside (11): A solution of
10 (25.0 mg, 93.9 mmol) in dry dimethylformamide (1 mL), preacti-
vated for 5 min with TBTU (29.1 mg, 90.8 mmol) and N-ethylmor-
pholine (17.9 mL, 156 mmol), was added to a solution of 3-(amino-
ethylthio)propyl b-lactoside (15 mg, 31.3 mmol) in dry dimethyl-
formamide (1 mL). The mixture was stirred overnight, and was
then concentrated in vacuo and coconcentrated with toluene (4 �
10 mL). The product was purified by VLC (dichloromethane/metha-
nol/triethylamine 98:1.5:0.5!95:4:1!90:9:1) to afford 11 as a
white amorphous solid (8.9 mg, 41 %). 1H NMR (500 MHz, D2O): d=
1.94 (m, 2 H; OCH2CH2CH2S), 2.35 (s, 12 H; 2 CH2N(CH3)2), 2.75 (br t,
2 H; OCH2CH2CH2S), 2.88 (br t, 2 H; SCH2CH2ND), 3.31 (dd, J1,2 =
8.1 Hz, J2,3 = 9.3 Hz, 1 H; H-2), 3.58 (dd, J1’,2’= 7.7 Hz, J2’,3’= 9.9 Hz,
1 H; H-2’), 3.69 (dd, J3’,4’= 3.3 Hz, 1 H; H-3’), 3.79 (s, 4 H; 2 CH2N-
(CH3)2), 3.75 and 4.00 (2 m, each 1 H; OCH2CH2CH2S), 3.96 (br d,
J4’,5’<1 Hz, 1 H; H-4’), 4.47 (d, 2 H; H-1 and H-1’), 7.77 (br s, 2 H;
CHarom). High-resolution MS data for C30H50


35ClN3O12S (M = 711.280):
[M+H]+ : found 712.290; calculated 712.288.


Benzoyl-3-(amidoethylthio)propyl b-lactoside (12): Benzoyl chlo-
ride (29.2 mL, 208.4 mmol) was slowly added at 0 8C to a solution of
3-(aminoethylthio)propyl b-lactoside (20 mg, 41.6 mmol) in dry pyri-
dine (4 mL). After 2 h, when TLC analysis (dichloromethane/metha-
nol 9:1) showed the formation of a faster moving spot (Rf 0.23),
the mixture was concentrated and then coconcentrated with tolu-
ene (4 � 10 mL). The product was purified by VLC (dichlorome-
thane/methanol 99:1!95:5) to yield 12 as a white solid (20.2 mg,
89 %). 1H NMR (500 MHz, D2O): d= 1.92 (m, 2 H; OCH2CH2CH2S),
2.71 (br t, 2 H; OCH2CH2CH2S), 2.85 (br t, 2 H; SCH2CH2ND), 3.28 (dd,
J1,2 = 8.1 Hz, J2,3 = 9.5 Hz, 1 H; H-2), 3.54 (dd, J1’,2’= 7.8 Hz, J2’,3’=
9.9 Hz, 1 H; H-2’), 3.61 (br t, 2 H; SCH2CH2ND), 3.63 (dd, J3,4 = 9.5 Hz,
1 H; H-3), 3.66 (dd, J3’,4’= 3.3 Hz, 1 H; H-3’), 3.77 and 3.98 (2 m, each
1 H; OCH2CH2CH2S), 3.92 (br d, J4’,5’<1 Hz, 1 H; H-4’), 4.43 (d, 1 H; H-
1’), 4.44 (d, 1 H; H-1), 7.53, 7.61, and 7.77 (3 m, 2 H; 1 H; and 2 H; 5
CHarom). High-resolution MS data for C24H37NO12S (M = 563.204):
[M+Na]+ : found 586.189; calculated 586.193.


Preparation of sensor surfaces : CM5 sensor surfaces were equili-
brated with Tris-HCl buffered saline (pH 7.5, 10 mm), containing
NaCl (150 mm), CaCl2 (2 mm), and MgCl2 (2 mm), and were then ac-
tivated with a 10 min pulse of a mixture (1:1 v/v) of N-hydroxysuc-
cinimide (0.05 m) and N-ethyl-N’-(dimethylaminopropyl)carbodiim-
ide (0.2 m), at a flow rate of 5 mL min�1. Con A lectin was attached
to channels 1 and 2 by two injections of 7 min (200 mg mL�1 in
10 mm sodium acetate buffer, pH 4.8; �11 000 response units
(RUs) each); remaining N-hydroxysuccinimide esters were blocked
by a 10 min pulse of ethanolamine hydrochloride (1.0 m, pH 8.5). In
a similar way, �11 500 RU of RCA120 lectin were immobilized to
channels 3 and 4. To measure the level of nonspecific binding and
to serve as blank channels for mathematical data treatment, Con A


bound to channel 2 and RCA120 bound to channel 4 were dena-
tured by a 8 min injection of guanidinium chloride (6 m, pH 1.0),
followed by a 4 min injection of SDS (0.5 %).


SPR detection of saccharides : Free and derivatized saccharides,
dissolved at various concentrations (see Results) in Tris-HCl buf-
fered saline (10 mm, pH 7.5) containing NaCl (150 mm), CaCl2


(2 mm), and MgCl2 (2 mm), were allowed to flow across the lectin
surfaces for 5 min at a flow rate of 5 mL min�1, and were allowed to
dissociate for 8 min. To restore the response level to zero, a regen-
erating solution (20 mL) was used. To this end, several regenerating
solutions were screened for their effectiveness towards the release
of PtCl(NCN�R)-labeled oligosaccharides. The best results were ob-
tained with a mixture of methyl a-d-mannopyranoside (25 mm ;
Con A) and methyl b-d-galactopyranoside (25 mm ; RCA120) in Tris-
HCl buffer (pH 7.5).
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Centre in the C357M Mutant of Cytochrome
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Introduction


The cytochrome P450 forms the family of haem-containing
monooxygenases characterised by strong Soret absorption at
�450 nm in the carbon monoxide complex of the ferrous
haem centre in the enzyme.[1–3] These enzymes are involved in
monooxygenation of a variety of hydrophobic substrates, in-
cluding steroid precursors in the biosynthesis of steroid hor-
mones.[1, 4] They also play key roles in drug metabolism and
detoxification against xenobiotics.[5–7] Although the reactive
centre is the haem prosthetic group, the substrate does not di-
rectly bind to the metal catalytic centre of this enzyme; rather
the substrate-binding site resides close to the haem active site,
buried deep inside the protein cavity.[8–10] Cytochrome P450
(Cyt P450cam, E.C. : 1.14.15.1), obtained from the soil bacterium
Pseudomonas putida, is one well-studied member of this
family.[8–13] Cyt P450cam catalyses site-specific hydroxylation of
camphor at the 5-exo position of the substrate during its meta-
bolic cycle to utilise camphor as its energy source.[10, 14] In the
absence of camphor, the ferric ion in the haem of Cyt
P450cam[8–10] exists in a six-coordinated low-spin state with the
fifth axial ligation to the sulfur of Cys357, and a water molecule
(actually a cluster of six water molecules, one of which is coor-
dinated to the haem) at the sixth coordination position of the
metal ion. The proximal amino acid (Cys357) of Cyt P450cam is
located in the region called the “Cys pocket”, which is a part of
the b-loop.[9, 15] The conformation of the Cys357 suitable for
binding the haem is stabilized by hydrogen bonding with the
NH groups of the adjacent amino acids.[15, 16] Moreover, the


entire b-loop is stabilized by the hydrogen-bonding network
of the histidines forming the b-bulge.[8, 15, 16] Breaking down of
this hydrogen-bonding network of the b-loop can result in for-
mation of “misfolded” haem sites, such as the cytochrome
P420 species, with axial histidine coordination to the metal
centre in the enzyme.[12, 17, 18]


The monooxygenase activity of Cyt P450 enzymes has large-
ly been attributed to the presence of the proximal thiolate
haem ligand provided by the deprotonated cysteine resi-
due.[10, 19, 20] Similar types of ligand are found only in a few
other enzymes, such as chloroperoxidase[21–23] and nitric acid
synthase.[19, 24] The majority of haem-containing enzymes, on
the other hand, contain a proximal histidine as the ligand to
the iron centre in haem.[25, 26]


The role of the axial ligand on the structure and biological
activity of the haem in different haem proteins and enzymes
has been addressed by several authors.[10, 15, 16, 18, 21, 22, 25–30] Re-
placement of the proximal thiolate ligand of chloroperoxidase
(Cys29) with a histidine residue was shown[28] to preserve most
of the chlorination, peroxidation, epoxidation and catalase ac-
tivities of the metal centre in the enzyme. Conversely, the prox-
imal histidine ligand has been replaced with a cysteine in sev-


[a] R. Murugan, Prof. S. Mazumdar
Department of Chemical Sciences, Tata Institute of Fundamental Research
Homi Bhabha Road, Colaba, Mumbai 400005 (India)
Fax: (+ 91) 22-2280-4610
E-mail : shyamal@tifr.res.in


The effects of site-specific mutation of the axial cysteine (C357M)
to a methionine residue in cytochrome P450cam on the enzyme’s
coordination geometry and redox potential have been investigat-
ed. The absorption spectra of the haem centre in the C357M
mutant of the enzyme showed close similarity to those of cyto-
chrome c both in the oxidised and reduced forms. A well-defined
absorption peak at 695 nm, similar to that seen in the case of cy-
tochrome c and characteristic of methionine ligation to the ferric
haem, was observed. The results indicated that the haem of
C357M cytochrome P450cam is possibly axially coordinated to a
methionine and a histidine, analogously to cytochrome c. The
circular dichroism spectra in the visible and the far-UV regions
suggested that the tertiary structure of the haem cavity in the
C357M mutant cytochrome P450cam was distinctly different


from that in the wild-type enzyme or in cytochrome c, although
the secondary structure of the mutant remained identical to that
of the wild-type cytochrome P450cam. Comparison of the na-
tures of the CD spectra in the 400 nm and 695 nm regions of the
C357M mutant of cytochrome P450cam with those of horse cyto-
chrome c suggested (R) chirality at the sulfur atom of the iron-
bound methionine residue in the mutant. The redox potential of
the haem centre, estimated by redox titration of the C357M
mutant, was found to be + 260 mV, which is much higher than
that in the wild-type enzyme and similar to the redox potential
of cytochrome c. This supported the concept that axial ligation of
the haem plays the major role in tuning the redox potential of
the haem centre in haem proteins.
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eral haem enzymes,[25, 26, 31] and in most cases such mutations
cause complete loss of or severe reduction in the biological ac-
tivity of the enzyme.[25] Mutagenic replacement of axial histi-
dine with a cysteine in myoglobin, a normally noncatalytic
haem protein, however, produced a significant increase in the
monooxygenase activity of the mutant protein.[26, 32] Mutagene-
sis of the active-site cysteine with serine in cytochrome P450
2B4 (Cyt P450 2B4:C436S) was shown[30] to convert the enzyme
into an NADPH oxidase with negligible oxygenase activity. Re-
placement of the proximal cysteine of cytochrome P450cam
with histidine (C357H) has been reported by two groups,[18, 27, 29]


and the mutant protein showed a much lower oxygenase ac-
tivity than the wild-type enzyme. In particular, the rate of un-
coupling and the Km for substrate binding were shown to be
greatly increased by the C357H mutation, whereas the rate of
electron transfer was dramatically decreased.[27] The absorption
spectral characteristics of the C357H mutant were shown to re-
semble those of the cytochrome P420-type species, in which
the axial coordination was argued to be with a histidine. It was
further proposed, from resonance Raman and other studies,
that the C357H mutant probably has a bis-histidine ligation to
the haem;[15, 18, 27] this suggests conformational flexibility of the
b-loop.


These studies indicated that replacement of the cysteine
with other amino acids may lead to drastic changes in the
structure and function of the haem active site in cytochrome
P450. Cysteine, being a thiol ligand, is a soft base in compari-
son with histidine, while methionine and cysteine belong to
the same class of sulfur-containing amino acids with soft
ligand characteristics. Replacement of cysteine with methio-
nine may thus potentially stabilise a sulfur-ligated haem spe-
cies at the active site of cytochrome P450cam. On the other
hand, the protruding methyl group in methionine may also
have a steric effect on the axially coordinated haem; this may
give rise to some subtle conformational changes in the haem
pocket. In order to investigate the effect of replacement of the
axial cysteine by a weaker thiol ligand, we have made the site-
specific mutant C357M of cytochrome P450cam. The absorp-
tion spectrum of the haem moiety of the mutant showed dis-
tinct evidence of axial coordinations of methionine and histi-
dine, similar to the situation in cytochrome c. This provided a
new cytochrome c type of coordination geometry engineered
in a haem enzyme, with the haem residing deep inside the
protein cavity. The redox potential of the haem in the mutant
was found to be close to that in cytochrome c, supporting a
significant role for axial coordination in tuning the redox po-
tential of the haem centre. The results thus indicated that the
flexibility of the b-loop of cytochrome P450cam may provide
for the formation of a unique metal coordination geometry
inside the hydrophobic pocket of the enzyme.


Experimental Section


Most biochemicals used in the mutagenesis, expression and purifi-
cation of the enzymes were purchased from Roche Chemicals. Po-
tassium ferricyanide was purchased from Sigma (USA). All other
chemicals were of analytical grade. The gene of our interest


(CamC) located in pCHC1 plasmid (obtained from Dr. L. L. Wong,
University of Oxford, UK)[33] had heat-inducible Lac promoter and a
chloromphenicol resistant (Chl + ) marker. Induction of overexpres-
sion of the protein was done by heat shock, through an increase
in the temperature from 30 8C to 37 8C. A double restriction-diges-
tion of original plasmid with HindIII and XbaI could recover the
CamC gene. Site-directed mutagenesis at the C357 position with
methionine was carried out by a Splicing of Overlap Extension
method[34] using two sets of primers as follows:


A-(5’)CGATACTCTAGAGTCATATGACGACTGAAACCATACAAA(3’)


B-(5’)AGGTGCTGGCCAAGCATCAGATGGCTGCCG(3’)


C-(5’)CGGCAGCCATCTGATGCTTGGCCAGCACCT(3’)


D-(5’)AGCCTGCACAAGCTTTCAGCTACTTATACCGCTTTGGT(3’)


Here B and C primers harbour the mutation sites. The (AD) mutant
fragment was inserted back into the original vector, which was
then electroporated into the BL21 (DE3) strain of E. coli and then
overexpressed.


The harvested cells from a 4 L culture were lysed with a gas-driven
homogenizer (Avestin, USA) and centrifuged at 15 000 rpm at 4 8C.
Thus collected lysate was loaded onto a DEAE Sepharose column
(Pharmacia Biotech), preequilibrated with 50 mm potassium phos-
phate buffer (pH 7.4, containing 100 mm (1R)-camphor), and eluted
with 0–500 mm linear potassium chloride gradient with the aid of
the AKTA FPLC system (Pharmacia Biotech). The red fractions were
pooled and desalted by passage through a Sephadex-G25 column
and were then concentrated by ultrafiltration. The final purification
was carried out with a Resource-Q (Pharmacia Biotech) column.
SDS-PAGE was used to check the purity of the protein (�10 mg of
protein per lane was loaded). The protein concentration was esti-
mated by the Bradford method.[35] The camphor-free protein was
obtained by passing the protein through a Sephadex G-25 column,
preequilibrated with Tris buffer (50 mm, pH 7.4) at 4 8C. The elec-
tronic absorption spectrum of the mutant protein (�10 mm) was
recorded on a Shimadzu UV-2100 spectrophotometer in a cuvette
of path length 1 cm. The spectrum of the carbon monoxide com-
plex of the protein was taken after passing CO gas through the
protein solution under reduced conditions (in the presence of
sodium dithionite). The UV and visible circular dichroism spectra
were recorded with a J810 spectropolarimeter (JASCO Ltd.) with
0.1 cm and 1 cm pathlengths and protein concentrations of
�3 mm and �25 mm, respectively, and the data were averaged
over 10–20 scans. The steady state fluorescence spectrum was
taken with a SPEX spectrofluorimeter, with an excitation wave-
length of 280 nm, a pathlength of 1 cm, and a protein concentra-
tion of �5 mm. All the spectral measurements were carried out at
298 K.


To estimate the redox potential, the reduced mutant protein
(�10 mm) was titrated with potassium ferricyanide (K3[Fe(CN)6])
from a 100 mm stock and the corresponding absorption spectra
due to oxidation of the mutant cytochrome P450cam were record-
ed. The spectral cross sections at the Soret and the visible absorp-
tion peaks were used for further calculations after dilution and
background corrections had been performed. The temperature of
the cell was maintained at 298 K during the titration. The equation
based on the following simplified model was used to fit the ab-
sorbance data for cytochrome c and the C357M mutant of cyto-
chrome P450cam:


P�Fe2þ þ F�Fe3þ K


K 0
�! � P�Fe3þ þ F�Fe2þ ð1Þ


ChemBioChem 2005, 6, 1204 – 1211 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1205


Studies on the C357M Mutant of P450cam



www.chembiochem.org





Here P denotes the protein and F denotes the ferricyanide, with
the redox states of the iron centre shown explicitly. K and K’
denote the overall equilibrium constants expressed in forward (K)
and reverse (K’) directions, respectively. The standard redox poten-
tial (DE0


P) of the protein was obtained from the equilibrium[1] by
use of the Nernst equation as:


DE0
P ¼ DE0


F�
RT
nF


ln K ð2Þ


Here DE0
F is the redox potential of K3[Fe(CN)6] (Fe3+/Fe2 +) in the re-


action mixture, determined by cyclic voltammetry with platinum
electrodes in the reaction mixture with an Ag/AgCl reference elec-
trode. The value of DE0


F was found to be + (259�10) mV. F is the
Faraday constant and n, the number of electrons involved in the
redox equilibrium, is 1.


In order to determine the redox potential of the wild-type Cyt
P450cam, the oxidised protein (�13 mm) was titrated with potassi-
um ferrocyanide (K4[Fe(CN)6]; 10 mm) and the reduction of the pro-
tein was followed spectrophotometrically. The standard redox po-
tential (DE0


P) of the wild-type protein was given as:


DD0
P ¼ DE0


F þ
RT
nF


ln K 0 ð3Þ


Results


UV-visible absorption spectra of the wild-type and the
C357M mutant of cytochrome P450cam


The cysteine at the C357 position of Cyt P450cam was replaced
by methionine through splicing of overlap extension method
of site-directed mutagenesis procedure.[34] Figure 1 shows the


SDS-PAGE of the purified C357M mutant of Cyt P450cam along
with the wild-type enzyme, showing the single band character-
istic of pure mutant protein. The absorption spectrum of the
C357M mutant Cyt P450cam is shown in Figure 2. The oxidized
C357M Cyt P450cam showed a Soret peak at �409 nm (e409 =


�140�10 mm
�1 cm�1) and visible bands at 526 nm and


�695 nm (weak band shown in Figure 2 with the absorbance
scale �10 times expanded), whereas the reduced protein
showed the Soret absorption at �414 nm (e414 = �145�
15 mm


�1 cm�1) and visible peaks at �522 nm and �552 nm.
On the other hand, the wild-type ferric Cyt P450cam (data not
shown) showed peaks at �417 nm, �537 nm and �570 nm
in the absence of camphor and peaks at �392 nm, �509 nm
and �532 nm in the presence of camphor, as reported earli-
er[17] and distinctly different from those shown by the C357M
mutant. The absorption spectral peaks of the C357M Cy-
t P450cam are very similar to those of cytochrome c[36, 37] in
both the oxidised and the reduced forms (inset of Figure 2).
Moreover, the weak absorption band at 695 nm in oxidised cy-
tochrome c (shown in the inset of Figure 2 with the absorb-
ance scale �10 times expanded), characteristic of the iron–
methionine bond in the ferric haem,[36, 37] was also observed in
the case of the oxidised C357M Cyt P450cam mutant. The ab-
sorption spectral details of the wild-type and C357M mutant
cytochrome P450cam, along with those of horse cytochrome c,
are summarized in Table 1. The close similarity of the absorp-
tion spectra of the haem centre of the mutant enzyme and
those of cytochrome c suggests that the electronic structures
of the active sites in these two systems might be similar to
each other. The small difference in the observed absorption
maxima might arise due to the fact that cytochrome c contains
haem c covalently linked to the protein while cytochrome
P450cam mutant C357M had haem b at the active site. Cyto-
chrome c consists of a six-coordinated low-spin haem with the
fifth axial position of the metal ion occupied by a histidine resi-
due and the sixth position by a methionine residue.[36–38] This


Figure 2. Absorption spectra of (�10 mm) C357M mutant Cyt P450cam,
where the solid curve is the oxidised form (peak at 409 nm) and the dotted
curve is the reduced form (peak at 414 nm). The broad and weak peak at
695 nm of the oxidised C357M mutant enzyme is shown by expanding the
absorbance scale (10 times) inside the box. Inset : absorption spectra of
�13 mm horse cytochrome c in the oxidised (c) and reduced (· · · ·) forms.
The 695 nm band of the oxidised protein is shown by expanding the ab-
sorbance scale (10 times) above the spectra.


Figure 1. SDS PAGE of C357M mutant along with the wild-type Cyt P450cam
(�10 mg protein per lane). Lanes 1) SDS marker, 2) C357M mutant Cy-
t P450cam, 3) wild-type Cyt P450cam.
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result thus indicates that the C357M mutant of Cyt P450cam
has an axial ligation of methionine 357, with the other axial
position occupied by one of the histidines, possibly from the
b-loop of the enzyme.


Unlike in the case of the wild-type enzyme,[10, 14, 33] addition
of camphor to the C357M mutant of Cyt P450cam did not pro-
duce any change in the absorption spectrum of the haem
centre, indicating either that the camphor does not bind to
the mutant enzyme at all or that binding of the substrate does
not have any effect on the electronic structure of the metal
prosthetic group. Passing carbon monoxide gas through a so-
lution of the C357M mutant of Cyt P450cam under reducing
conditions (in the presence of sodium dithionite) did not pro-
duce any change in the UV-visible spectrum of the reduced
mutant enzyme, indicating that carbon monoxide does not
bind to the reduced haem in the C357M mutant. Passing
carbon monoxide into a reduced solution of cytochrome c also
does not affect the absorption spectrum of cytochrome c,
while a similar experiment with cytochrome P450 results in the
observation of a distinct band, characteristic of the formation
of the CO complex of ferrous haem with axial cysteine, at
450 nm.[2, 3, 12] This further supports the conjecture that the co-
ordination geometry of the haem centre in the C357M mutant
of Cyt P450cam is analogous to that in cytochrome c, with the
axial coordination positions of the haem being occupied by a
histidine and a methionine residue.


Secondary-structure determination by far-UV circular
dichroism spectra


The far-UV circular dichroism (CD) spectra of the wild-type and
the C357M mutant Cyt P450cam are shown in Figure 3 a. The
CD spectra of the proteins in the far-UV region give a measure
of the secondary structure content.[36] The far-UV CD spectrum
of Cyt P450cam was unchanged after mutation of Cys357 to
methionine (Figure 3 a), with prominent peaks at �222 nm
and �208 nm, indicating that the secondary structures of the
wild type and of the mutant remain almost identical to each
other. Analyses of the far-UV CD spectra with the aid of the
CDNN[39] neural network program showed almost identical sec-
ondary structures for the wild-type and mutant proteins, with
�45 % helix, 28 % beta sheets, consistent with earlier reports[39]


and with the known crystal structure of the wild-type pro-
tein.[8, 9, 41, 42]


Steady-state fluorescence
of mutant and wild-type
cytochrome P450 cam


The steady-state intrinsic fluo-
rescence of the proteins, shown
in Figure 3 b, shows that the
fluorescence spectra of Cyt
P450cam, with the emission
maximum at �335 nm, re-
mained unchanged after muta-


tion of the Cys357 residue to methionine. Cytochrome
P450cam contains five tryptophan residues (W42, W55, W63,
W374 and W406), with W42 lying close to the haem centre
(�17 �) while the others are further away (>24 �) from the
haem active site.[8, 9, 43] The quantum yield and emission peak
position of the tryptophan residue depends on the environ-
ment around the fluorophore. Earlier studies by our group[43]


have shown that the contribution of W42 to the steady-state
fluorescence is very small, owing to its fast fluorescence life-


Table 1. Summary of the absorption spectral characteristics of the wild-type cytochrome P450cam in the
absence of the camphor substrate, the C357M mutant of cytochrome P450cam and horse cytochrome c in
different oxidation states of the metal ion.


Wild-type Cyt P450cam in absence C357M mutant of Cyt P450cam Cytochrome c [nm]
of camphor [nm] [nm]


oxidized reduced oxidized reduced oxidized reduced


417, 537, 570 410, 552 409, 526, 695 416, 522, 552 407, 530, 695 414, 520, 550


Figure 3. a) Far-UV CD of the C357M mutant Cyt P450cam, along with that
of the wild-type Cyt P450cam. The protein concentration is �3 mm. Curve I :
wild-type Cyt P450cam (oxidised). Curve II : C357M mutant Cyt P450cam (oxi-
dised). Curve III : C357M mutant Cyt P450cam (reduced). b) Steady-state fluo-
rescence spectrum of C357M mutant (oxidised form, dotted line) along with
that of the wild-type Cyt P450cam (oxidised form, solid line) clearly indicat-
ing the similarity (peak at �333 nm). The protein concentration is �5 mm.
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time due to energy transfer to the haem. The other four tryp-
tophan residues are too far from the haem to experience effi-
cient fluorescence energy transfer to the prosthetic group and
so should not be affected by changes in the structure of the
haem. The observation of identical steady-state fluorescence
spectra of the wild-type and the C357M mutant of Cyt
P450cam thus indicates that the average environment around
the four distant tryptophan residues in the enzyme was not af-
fected on mutation of the Cys357 residue of the enzyme. This
further supports the conjecture that both the secondary and a
significant amount of the tertiary structures of the enzyme
possibly remain the same in the wild-type and in the C357M
mutant of Cyt P450cam. These steady-state fluorescence spec-
tra, however, would not be able to detect any change in the
W42 residue, which lies very close to the haem and so would
make very little contribution to the overall steady-state intrin-
sic fluorescence of the protein.


Probing tertiary structure around the haem by circular
dichroism spectra in the visible region


The circular dichroism spectra of the haem proteins in the visi-
ble region provide important information on the tertiary struc-
ture around the haem centre in the protein.[36] Figure 4 a
shows the CD spectra of the wild-type and the C357M mutant
of Cyt P450cam in the visible region, along with those of cyto-
chrome c. The visible CD of the C357M mutant of Cyt P450cam
showed a prominent peak at 403 nm in the oxidized state and
at 406 nm in the reduced state (Figure 4 a, upper panel). The
wild-type enzyme showed distinctly different CD spectra in the
visible spectral region, with bands at �347 nm and �412 nm
in the absence of camphor and at �386 nm and �538 nm in
the presence of the substrate (Figure 4 a, lower panel). The
C357M mutant did not show any change in its haem CD spec-
tra on addition of camphor. Although the absorption spectra
of C357M Cyt P450 mutant and cytochrome c are very similar,
their haem CD spectra are distinctly different from each other.
The haem CD spectra of cytochrome c in the oxidised
(�403 nm) and reduced (�425 nm) forms are shown in Fig-
ure 4 a, middle panel, for comparison.[36] The results thus sug-
gest that although the overall secondary structure of the
enzyme remains almost unchanged on mutation, the tertiary
structure of the haem pocket is drastically changed on replace-
ment of the Cys357 by methionine in Cyt P450cam. The haem
pocket of the mutant is also distinctly different from that of cy-
tochrome c, although the coordination geometry of the metal
ion is the same in the C357M mutant and in cytochrome c.


The Soret CD spectra of oxidised cytochrome c and of the
C357M mutant of Cyt P450cam show distinct negative Cotton
effects at �416 nm. Negative Cotton effects at �416 nm in
Soret CD spectra of cytochrome c have previously been shown
to be characteristic of the iron–methionine bond,[44] so the
Soret CD spectrum of the mutant also supports the assign-
ment of a “cytochrome c-type” coordination geometry in the
mutant.


Figure 4 b shows visible CD spectra of the C357M mutant of
Cyt P450cam and of horse heart ferri-cytochrome c in the 600–


700 nm range. The distinct negative Cotton effect at 695 nm in
the CD spectrum of cytochrome c was previously shown to be
characteristic of (R) chirality of the Fe–methionine bond in the
protein.[45] A small but distinct negative Cotton effect at
�695 nm was also observed in the CD spectrum of the C357M
mutant of Cyt P450cam, indicating that the Fe–methionine
bond in the mutant also might have (R) chirality.


Redox potential of the haem centre


In order to determine the effect of the change in the coordina-
tion geometry of the haem on the redox properties of the
metal centre in Cyt P450cam, we determined the redox poten-
tial of the mutant protein by redox titration with potassium
ferricyanide solution.[46] Titration of the protein solution with
potassium ferricyanide was followed by optical spectroscopy
to determine oxidation of the ferrous haem to ferric haem
during the titration. Titration of a ferro cytochrome c solution
with potassium ferricyanide was used to check the accuracy of


Figure 4. a) Upper panel: Visible CD of C357M mutant Cyt P450cam (· · · ·:
reduced form, c : oxidised form). Here the protein concentration is
�25 mm. Middle panel : haem CD of cytochrome c (· · · ·: reduced form, c :
oxidised form). Here the protein concentration is �25 mm. Lower panel:
haem CD of wild-type cytochrome P450cam in the presence and in the ab-
sence of camphor (· · · ·: in the absence of camphor, c : in the presence of
camphor). Here the protein concentration is �15 mm. b) Visible CD (600–
750 nm) of C357M mutant Cyt P450cam (c) in the oxidised form, corre-
sponding to the Fe–methionine bond. · · · ·: corresponding spectrum of cyto-
chrome c. Here the protein concentration is �25 mm.
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the method.[46, 47] The typical spectral titration of reduced
C357M Cyt P450cam with potassium ferricyanide is shown in
Figure 5. The spectral data were analysed by using Equa-
tion (4):


AR
l ¼ eR


l P0�ðeR
l�eO


l


ðP0þFi
0Þ�


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi


Fi
0�P0Þ2þ4 Fi


0P0K
q


2ð1�KÞ
ð4Þ


Here A is the absorbance at wavelength l, P0 and F0 are the
initial concentrations (the superscript “i” denotes the ith titra-
tion) of protein and ferricyanide, respectively (mol L�1), and the
e values are the extinction coefficients of the protein (the su-
perscript “R” denotes the reduced state and “O” denotes the
oxidised state) at the wavelength l (the subscript l denotes
the wavelength).


Analysis of mutant protein versus ferricyanide titration data
(i.e. , the absorbance of the protein as a function of ferricyanide
concentration) in terms of Equations (1) and (2) (below) gave a
standard redox potential of + 260�20 mV for the C357M
mutant protein. Analogously, analyses of the spectral titration
data of the oxidised wild-type Cyt P450cam with potassium
ferrocyanide in terms of Equations (1) and (3) (below; with K in
Equation (1) replaced by K’) gave the standard redox potential
of �170�20 mV for the wild-type Cyt P450cam.


The high redox potential of C357M Cyt P450cam was also
manifested in the ease of formation of the reduced haem spe-
cies of the protein in the presence of reducing agent. The elec-
tron transfer to the mutant was found to be independent of
the presence of the substrate (camphor) ; this indicates that
there is no enzymatic activity of the mutant cytochrome
P450cam.


Discussion


The coordination geometry of the haem in cytochrome c has
been extensively studied by various techniques.[33, 42, 44, 45, 48]


Measurement of nOe’s between the atoms of axial methionine
and the haem group in cytochrome c has been used to identi-
fy the conformation of the methionine residue with respect to
the haem ring.[45] These NMR studies[45, 48] showed that the e-
CH3 group of the axial methionine in both yeast and mammali-
an cytochrome c is located on top of the pyrrole ring I and lies
near the meso protons (a and d) of the haem moiety.[45] This
conformation of the methionine residues was shown to give
rise to strong negative Cotton effects in the 695 nm CD band,
and R chirality was identified at the sulfur atom of the coordi-
nated methionine residue.[45] The 695 nm CD band is generally
very weak, while the visible CD band corresponding to the
Soret transition of the haem has recently been shown to have
characteristic features that can be used to probe the iron–me-
thionine ligation in the cytochromes, whilst the typical nega-
tive Cotton effect at 416 nm of the Soret CD[44] in the horse cy-
tochrome c was correlated to the iron–methionine bond. In
the current case of the C357M mutant of Cyt P450cam, the oxi-
dised protein showed a typical absorption band characteristic
of the iron–methionine bond at 695 nm. The NMR spectrum of
the mutant is much broader than that of cytochrome c, mainly
because of the high molecular weight (Mw of Cyt P450cam is
�46 500, while that of cytochrome c is �12 400), and no well-
resolved NMR spectrum of the protein that might enable as-
signment of the ligand amino acid signals could be obtained.
The CD bands of the mutant in the 695 nm region, although
very weak, showed definite indications of negative Cotton ef-
fects similar to those reported for mammalian cytochrome c.
Analogously to mammalian cytochrome c, the Soret CD of the
C357M mutant cytochrome P450cam showed negative Cotton
effects at �416 nm, which is characteristic of R chirality in the
methionine residue. Cytochrome c-551 from P. aeruginosa, on
the other hand, showed positive Cotton effects in the Soret
CD[49] as well as the 695 nm CD band,[45, 48] characteristic of (S)
chirality in the methionine residue. From these results it may
be argued that the axial coordination of the haem in the
C357M mutant of cytochrome P450cam may involve R chirality
in the axial methionine residue, as observed in the cases of
both mammalian and yeast cytochrome c.


The cysteine (C357 in Cyt P450cam) ligation to the haem
from the proximal side is considered an important prerequisite
for the observed level of Cyt P450 activity.[14–16, 19, 27, 29] The Cys
sulfur is stabilized by the “Cys pocket” formed by the hydrogen
bonding network of amino acids Cys(357)-Leu-Gly-Gln.[15] Re-
placement of L358 with a proline reduced the reduction po-
tential by �30–40 mV. The presence of proline breaks the hy-
drogen bonding network, resulting in turn in the negative shift
of the Fe3+/Fe2 + redox couple. It had been suggested earlier
that an increase in the number of NH�S hydrogen bonds can
increase the electron-donating ability of the cysteine and
lower the redox potential of the haem in cytochrome P450.[15]


Replacement of C357 with a histidine moiety not only drasti-
cally reduced the catalytic activity[27] but also affected the cam-


Figure 5. Redox titration of the C357M mutant (reduced, �10 mm) Cyt
P450cam with ferricyanide. The arrow indicates the direction of change in
spectra (from reduced to oxidised form) on addition of ferricyanide solution
from 0 mm to �15 mm. The inset shows the spectral cross section taken at
416 nm, the solid line being the least squares fitting of absorbance data
with Equation (1).
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phor binding. At the same time, replacement of cysteine with
histidine gave rise to an increase in the redox potential from
�173 mV (wild Cyt P450cam) to �156 mV.[27, 50, 51] Surprisingly,
the C357M mutant protein showed a much higher (+ 260�
20 mV) redox potential than the wild-type Cyt P450cam.


One of the manifestations of the structural diversity of haem
proteins is the variation between them in their redox and elec-
tron-transfer properties. The redox potential for the Fe3 +/Fe2 +


reaction of the haem in simple solutions is very small
(�450 mV),[52] while that in cytochrome c is highly positive.[53]


The standard redox potential primarily reflects the overall ther-
modynamics of the equilibrium between the redox states.[54]


The structural basis for the control of metalloprotein redox po-
tentials has been extensively studied over many years.[38, 55]


Though the redox potential of a haem protein is mainly con-
trolled by the first coordination sphere of haem,[38, 55] many ad-
ditional factors have also been recognized.[38, 47, 56–61] Apart from
the hydrophobic effects,[55, 58] several other contributing fac-
tors[47, 57, 58, 61] to explain how the protein matrices control the
reduction potential have also been proposed. These in-
clude[38, 54, 57, 58] the nonpolar nature of protein matrices, the sol-
vent accessibility of the redox centre, and the net charges and
dipole moments of the surrounding amino acids.


The change in the axial ligation of the haem in the Cyt P450
system to a state analogous to that in cytochrome c in the
present case provides the first ever known example of the cre-
ation of the “cytochrome c-type” coordination geometry in any
other protein. The haem in cytochrome c is partially exposed
to the solvent,[38] while the haem in cytochrome P450cam—as
well as in its mutant—is deeply buried inside the hydrophobic
pocket of the protein.[8] Apart from the axial ligation effect, the
high redox potential of cytochrome c was shown also to have
contributions from several nonbonded interactions within the
protein cavity.[54, 57, 61] The effect of the protein matrix on the
redox potential of a buried haem was studied[61] with deriva-
tives of S. cerevisiae cytochrome c isoform 1. It was proposed
that the nonbonded amino acids in the protein cavity could in-
fluence the microscopic dielectric constant around the metal
centre, and both the enthalphic and the entropic effects on
the dielectric constant were described.[61] A library of cyto-
chrome b562 variants with small variations in the nonbonded
amino acids was constructed in order to evaluate the evolution
of the redox potential of the haem with constant axial coordi-
nation but with variation in the polarizability of the
medium.[57, 58] Simple considerations of solvent accessibility of
the metal centre or the existence of more polar residues in its
vicinity were not sufficient to explain the redox potential varia-
tions in the library of cytochrome b562 mutants.[57] The specific
nature of the interaction of an amino acid with the haem pros-
thetic group is potentially important in determining its influ-
ence on the redox potential of the metal centre. Certain muta-
tions of amino acids in the protein matrix near the haem
moiety in cytochrome c (S. cerevisiae) were shown to decrease
the enthalpy of reduction (DDHred<0) but led to a net de-
crease in the redox potential (DDE0


m<0), arguably due to the
opposing effect of the simultaneous large decrease in the en-
tropy of reduction[61] (DDSred<0), where


DDE0
m ¼
�DDHred


nF
¼ DDHred þ TDDSred


nF


These studies thus highlight that the nonbonded amino
acids in a haem protein can indeed contribute significantly to
the redox potential of the haem.[57] The fact that the redox po-
tentials of the C357M Cyt P450cam mutant and of cytochro-
me c are very similar to each other suggests that the differen-
ces between the two proteins in the solvent environments
around the haem, and in other nonbonded interactions with
the haem, might not cause any variation in the net free energy
of reduction (DDGred�0) of the metal centre.


The C357M mutant of Cyt P450cam was completely devoid
of any oxygenase activity and the efficiency of reduction of the
mutant was independent of camphor. Unlike in the case of the
wild-type enzyme, there was no spectroscopic evidence of
binding of camphor to mutant protein. The oxygenase activity
of cytochrome P450 involves binding of the substrate, electron
transfer, oxygen binding to the metal ion and then a series of
internal electron/proton transfer steps, which finally lead to
oxygen transfer to the substrate. Disruption of any one step in
the whole catalytic cycle would affect the activity of the
enzyme. Binding of oxygen to the haem constitutes a crucial
step of the catalysis by this enzyme. Unlike the wild-type
enzyme, the mutant C357M Cyt P450cam does not bind
oxygen in the reduced state, so the enzymatic property would
be absent in the mutant protein even if the substrate-binding
site were not affected on mutation.


Conclusion


Replacement of the axial cysteine of cytochrome P450cam
with a methionine by site directed mutagenesis (C357M) pro-
duced a great enhancement of the redox potential, from
�173 mV to + 260 mV. Further spectroscopic studies showed
that the haem coordination in mutant C357M Cyt P450cam
resembled that in cytochrome c (i.e. , Met-His ligation in the
haem centre). The methionine residue was found to have R
chirality analogous to that in mammalian cytochrome c. The
six-coordination geometry of the mutant C357M protein was
possibly formed by rearrangements in the proximal b-loop of
cytochrome P450cam. Unlike the wild-type cytochrome
P450cam, the C357M mutant did not show any spectroscopic
signature of substrate binding or formation of reduced carbon
monoxide complex. The mutant protein was also found to be
devoid of any oxygenase activity.
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Introduction


Gene therapy can be defined as the delivery of nucleic acids to
cells with a vector for some therapeutic purpose. The use of
viral-based vectors still dominates gene therapy research and
applications,[1, 2] even though repeat dose administration is
often severely compromised by viral immunogenicity and in-
duced inflammation.[3] Synthetic nonviral vector systems
should be ideal surrogates for viral vectors, particularly the cat-
ionic liposome/lipid-based systems.[4] Nonviral vectors have no
size restrictions concerning the size of nucleic acid molecules
that can be formulated (oligonucleotide up to artifical chromo-
some), they are less likely to elicit a substantial immune re-
sponse, easier to handle in principle and easier to produce on
a large scale. Furthermore, they possess substantially better
pharmaceutical and regulatory requirements than viral vector
systems. However, synthetic nonviral vector systems remain
largely inefficient at nucleic acid delivery when compared with
viral vector systems. This fundamental drawback must be cor-
rected if synthetic nonviral vectors are to rival viral vector sys-
tems in clinical gene-therapy applications.


With this objective in mind, we constructed a robust and re-
producible synthetic nonviral vector platform system that was
designed for modular upgrading for in vivo use with tool-kits
of purpose-designed chemical components. This platform
system is known as liposome:mu:DNA (LMD).[5] LMD is a terna-
ry vector based on the cationic adenoviral core peptide m (mu)
that precondenses plasmid DNA (pDNA) into mu:DNA (MD)


nanoparticles (typically 100�20 nm). These MD particles are
typically introduced to a suspension of cationic liposomes
under rapid vortex mixing conditions to give LMD particles
(typically 120�30 nm) that appear to comprise an MD core
engulfed within a bilammellar cationic lipid outer coat. Cation-
ic liposomes used to prepare first-generation LMD particles
were DC-Chol/DOPE (6:4, m:m) liposomes prepared from cat-
ionic lipid (cytofectin) 3b-[N-(N’,N’-dimethylaminoethane)carba-
moyl] cholesterol (DC-Chol) and naturally available neutral lipid
dioleoyl-l-a-phosphatidylethanolamine (DOPE). However, in
the studies described here, we have also resorted to replacing
DC-Chol/DOPE cationic liposomes with CDAN/DOPE (1:1, m/m)
cationic liposomes in which DC-Chol is replaced by the more


One of the main problems facing gene therapy is the ability to
target the delivery of DNA to specific cells of choice. Recently, we
developed a synthetic nonviral vector platform system known as
LMD (liposome :mu:DNA) that was designed for further modular
upgrading with tool-kits of chemical components. First-genera-
tion LMD systems were prepared from DC-Chol/DOPE cationic lip-
osomes (DC-Chol = 3b-[N-(N’,N’-dimethylaminoethane)carbamo-
yl] cholesterol, DOPE = dioleoyl-L-a-phosphatidylethanolamine), m


peptide from the adenovirus core and plasmid DNA (pDNA). Here
we report attempts to realise peptide-targeted gene delivery that
build upon the LMD platform. Our strategy was to prepare novel
lipopeptides with a lipid moiety designed to insert into the outer
lipid bilayer of LMD particles whilst simultaneously presenting a
peptide moiety for cell-surface receptor binding. One main func-
tional peptide sequence was selected (PLAEIDGIELA ; tenascin
peptide sequence) known to target a9b1-integrin proteins pre-


dominant on upper-airway epithelial cells. This sequence was in-
vestigated along with a corresponding control sequence. The syn-
theses of two classes (A and B) of lipopeptides are reported; the
syntheses of class A lipopeptides requires a modification of Mitsu-
nobu chemistry that could be of general utility to facilitate Mitsu-
nobu reactions in other diverse systems. “Targeted” LMD and LD
transfections with class A or B lipopeptides exhibit nonspecific
peptide enhancements (up to one order of magnitude) over non-
lipopeptide control transfections but few specific effects. Specific
targeting effects can be seen if the overall LMD or LD particle
cationic charge is lowered, but nonspecific effects are never elimi-
nated. Whilst promising, these data now highlight the need for in
vivo data and even a new modular, aqueous chemistry for the
controlled adaptation of LMD particles in buffer in order for
successful peptide-targeted, synthetic, nonviral gene delivery to
be realised.
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potent cytofectin N1-cholesteryloxycarbonyl-3,7-diazanonane-
1,9-diamine (CDAN).[6]


LMD particles have no targeting capacity and deliver pDNA
to cells only by virtue of nonspecific electrostatic interactions
between the cationic outer surface of particles and the anionic
surface of cell membranes. These particles then enter
cells within minutes shedding pDNA rapidly and al-
lowing the mu peptide to enter cell nuclei in
15 min.[7] This behaviour inside cells needs to be im-
proved to allow proper carriage of pDNA to the nu-
cleus even when cells are quiescent, nevertheless
LMD particles can be claimed to have some virus-like
properties in this case.[7] Moreover, LMD particles
have sufficient intrinsic stability,[8] in biological fluids
to give credible transfection of mice lungs in vivo
with an efficacy equivalent to the very best alterna-
tive synthetic nonviral vector systems.[5] Realistically,
this level of transfection in vivo might need to be im-
proved before more widespread therapeutic applica-
tions can be considered.


In an attempt to obtain this level of improvement,
we elected to seek further inspiration from the ade-
novirus and introduce adenovirus-like targeting func-
tionality into the first-generation LMD system. Ade-
noviridae enter cells by first binding to the coxsackie adenovi-
rus receptor (CAR) followed by the cell-surface avb3 integrin
protein, thereby triggering internalisation.[9, 10] Integrins such as
the avb3 integrin are heterodimeric transmembrane glycopro-
teins consisting of a and b subunits that are usually involved
with cell–cell and cell–matrix interactions.[11, 12] Several other
pathogenic organisms including Yersinia pseudotuberculosis
also make use of cell surface integrins for cellular entry.[9, 13, 14]


However, although integrin-receptor-mediated entry into cells
offers an appealing way to achieve efficient delivery of DNA to
cells, care must be taken to select receptors relevant to the
target cells of interest.


Previously, we developed the use of peptide mini-vectors for
gene delivery to cells comprising a pDNA-binding peptide
moiety (K16) attached to a cyclic RGD-sequence-containing
moiety whose arginine-glycine-aspartate sequence was known
to target avb3 integrins.[15–19] However, whilst avb3 integrins
dominate the lower airways in vivo, they are not prevalent in
tracheal cells of the upper airways. This creates a problem,
since many lung-associated diseases such as cystic fibrosis in-
volve problems in the upper rather than lower airway. Fortu-
nately, another class of integrin proteins (a9b1) are found in the
upper airway for which a targeting sequence (PLAEIDGIELA (1),
tenascin peptide sequence) has recently been determined.[20, 21]


Therefore, we elected to try and utilise this sequence in order
to obtain efficient targeting of LMD particles to tracheal cells,
with potential concomitant improvements in transfection effi-
ciency in vivo. This paper documents the syntheses of lipopep-
tides comprising the a9b1 integrin-specific tenascin peptide se-
quence 1 and control sequences, followed by their application
in “targeted”-LMD and LD transfection experiments.


Results and Discussion


Lipopeptides were designed according to a model proposed
by Cooper et al. showing how DOPE and DC-Chol might inter-
act in the cationic liposome bilayer (Scheme 1).[17] Two main


classes of lipopeptides were prepared and utilised in this study
(Scheme 2). Class A lipopeptides were designed by direct anal-
ogy with the monobasic structure of DC-Chol cytofectin and


hence possess a central amine-functional group linking choles-
terol to the remainder of the molecule. Class B lipopeptides
were designed with analogy to class A molecules by replacing
the central amine with a neutral, polar amide-functional group.
Consequently, we refer to class A lipopeptides as monobasic
and class B lipopeptides as neutral. These lipopeptide classes A
and B have three main features in common, a cholesteryl-
amino amphiphilic moiety (A), a hydrophilic tetra(ethylene
glycol) (TEG) moiety (B) and peptide moiety (C; Scheme 3). The
TEG moiety (B) was introduced to enhance lipopeptide solubili-
ty in aqueous medium given the partial hydrophobic character


Scheme 1. Model of DOPE and DC-Chol interacting in the cationic liposome bilayer as
proposed by Cooper et al.[17]


Scheme 2. Structures of the target lipopeptides. A) Class A, protonated at
physiological pH; B) class B, neutral at physiological pH.
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of the peptide moiety. Moreover, the TEG group was expected
to provide some degree of spacing for the peptide moiety
from the lipid moiety suitable as a means to promote ligand
presentation in the direction of a9b1-integrin receptors. Peptide
moieties such as 1 containing the a9b1 integrin-specific se-
quence or alternate control sequences were all initially syn-
thesised in fully protected form by using standard solid-phase
peptide chemistry (Wang resin combined with a-amino Fmoc
protecting-group strategy; Fmoc = 9-fluorenylmethyloxycar-
bonyl), and then coupled to combined cholesterol–TEG moiet-
ies whilst remaining on their respective solid supports. As a
result, all lipopeptides were prepared by synthetic approaches
completed by a similar solid-phase synthetic fragment cou-
pling and final protecting-group removal.


Synthesis of class A lipopeptides


Class A lipopeptides are monobasic and were prepared by
means of a highly convergent synthetic procedure involving a


novel enhancement of the Mitsunobu reaction (Scheme 4).[22]


Initially, ethylene diamine was coupled to cholesteryl chlorofor-
mate to generate cholesterylamine 2 in 65 % yield, by using a
200-fold excess of ethylene diamine so as to maximise the for-
mation of the monoacylation product. For the onward reaction
of 2 with TEG, we reduced the pKa of the primary amine func-
tional group of 2 by functional-group modification with an ar-
ylsulfonyl group.[23–25] This was achieved by combining 2 with
2-nitrobenzylsulfonyl chloride with triethylamine, leading to
the formation of an arylsulfonyl derivative, 3, in good yield.
TEG was monoprotected in the presence of silver(i) oxide and
benzyl bromide giving ether 4,[26] that was coupled to 3 to
give sulfonamine 5 in the presence of diphenyl 2-pyridylphos-
phine (PPh2py) and with the slow addition of di-tert-butyl azo-
dicarboxylate (DTBAD) coupling reagent.[27] These Mitsunobu-
coupling reaction conditions were developed after a considera-
ble period for optimisation and now appear to represent an
important enhancement in the Mitsunobu reaction procedure
that might also have applications for increasing the yields of
other Mitsunobu reactions in general.[27] Certainly, in our hands
we saw the yield of sulfonamine 5 increase from 46 % by using
the best alternative conditions, to a much improved 71 %. Re-
action reliability was also markedly enhanced.


Facile deprotection of 5 was achieved with sodium dissolved
in dry THF in the presence of naphthalene.[28, 29] Primary alcohol
6 was then isolated in excellent yield after reaction quenching
with 2,6-di-tert-butyl-4-methyl phenol that is converted into
non-nucleophilic phenolate anions as a result of the quenching
process that do not interfere with product formed during the
reaction, hence the excellent yields of 6. Reprotection of the
free secondary amino functional group of 6 was then accom-
plished with di-tert-butyl dicarbonate (Boc2O) under standard
conditions to give Boc-protected alcohol 7. The use of the Boc
protecting group was to prevent unwanted side reactions to-


Scheme 3. Lipopeptide structural features.


Scheme 4. Synthesis of class A lipopeptide 9. Reagents used: a) H2NCH2CH2NH2 (200 equiv), 2 days, 65 %; b) 1) 2-NsCl (1.3 equiv), NEt3 (1.5 equiv), DCM, 14 h,
87 %; 2) BnBr (1.1 equiv), Ag2O (1.5 equiv), 20 h, generating 55 %; c) 3 (1.3 equiv), DTBAD (1.5 equiv) slow addition over 1 h in DCM, PPh2py (1.5 equiv), DCM,
3 h, 71 %; d) Na (10 equiv), naphthalene (10 equiv), �30 8C, 45 min, 74 %; e) Boc2O (1 equiv), NEt3 (1.1 equiv), DCM, 10 h, 6 84 %; f) NEt3 (2 equiv), DMAP
(2 equiv), p-nitrophenyl chloroformate (3 equiv), DCM, 10 h, 92 %; g) 1 (Fmoc deprotected on resin; 0.5 equiv), NEt3 (2.5 equiv), DMF, 18 h; h) 95 % TFA/H2O,
90 min, 10 %. DMAP = 4-dimethylaminopyridin; TFA = trifluoroacetic acid.
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wards the end of the synthesis by use of a protecting group
whose removal was also consistent with the acidic global-de-
protection conditions available at the very end of the synthe-
sis. Boc-protected alcohol 7 was then prepared for coupling to
resin-bound protected peptide, by reaction with p-nitrophenyl
chloroformate to give activated carbonate 8, that was in turn
used in solid-phase synthetic fragment-coupling reactions to
resin-bound protected peptides followed by global protecting
group removal. Two protected-peptide sequences were used
in fragment coupling reactions to 8, namely the resin-bound
protected form of the a9b1-integrin specific tenascin sequence
1 or the resin-bound protected form of a reordered control se-
quence 10. Coupling of activated carbonate 8 with the pro-
tected form of 1 followed by global deprotection gave class A
lipopeptide 9 in low (ca. 10 %) but satisfactory yield post final
purification by reversed-phase HPLC on a standard C4 column
(Figure 1). Fragment coupling of 8 with protected form of 10
similarly resulted in a low but satisfactory yield of class A lipo-
peptide 11 following deprotection and purification.


Synthesis of class B lipopeptides


As mentioned earlier, class B lipopeptides are neutral but for
peptide-associated charges. The syntheses of class B lipopep-


tides were performed to determine the relative requirement
for a monobasic amino functional group at the position shown
in class A lipopeptides. Class B lipopeptides were prepared
from cholesterylamine 2 that was coupled to TEG by means of
the highly effective p-nitrophenyl chloroformate reagent
(Scheme 5). In order to achieve this, TEG was combined with a
mole equivalent of p-nitrophenyl chloroformate at 0 8C giving
a mixture of mono- and diactivated TEG carbonates from
which the desired monoactivated carbonate 12 was isolated in
45 % yield. Carbonate 12 was then coupled to cholesteryla-
mine 2 to give primary alcohol 13. This was then prepared for
coupling to resin-bound protected peptides by using p-nitro-
phenyl chloroformate once again in the presence of DMAP to
give activated carbonate 14 in 66 % yield. The yield fell to ap-
proximately 40 % in the absence of DMAP. Coupling of 14 with
the protected form of tenascin peptide 1 followed by global
deprotection gave class B lipopeptide 15 in poor yield post
final purification by reversed-phase HPLC on a C4 column. Frag-
ment coupling of 14 with the protected form of control pep-


tide 10 similarly resulted in a poor but serviceable
yield of class B lipopeptide 16 following deprotection
and post purification.


Competitive integrin-receptor binding studies


Prior to the performance of any formulation and
transfection experiments, receptor-binding studies
were performed to compare the relative a9b1 recep-
tor-binding efficiencies of naked tenascin lipopepti-
des 9 and 15 with those of control lipopeptides 11
and 16. The natural ligand of a9b1 integrin is known
as the tenascin C protein. Both Yokosaki et al. and
Schneider et al. published assays for the interaction
between the binding domain of tenascin C and a9b1


integrin.[20, 21] In our case, we developed a competitive
binding assay on the basis of the Schneider et al. pro-
cedure. Two cell lines were used both derived from a
human colon carcinoma SW480 cell line (gift of Dean
Sheppard), an a9b1 integrin-expressing cell line (refer-


red to as alpha 9 cells) and a nonintegrin expressing cell line
(referred to as mock cells).[30]


Figure 1. HPLC trace as detected by evaporative light-scattering, identifying the purified
lipopeptide class A 9 (eluted with a 30–100 % actetonitrile in water gradient over 40 min,
99.5 % purity).


Scheme 5. Synthesis of class B lipopeptide 15. Reagents used: a) p-nitrophenyl chloroformate (1 equiv), py (1.25 equiv), DCM, 0 8C!RT, 20 h, 45 %; b) 2
(1.25 equiv), NEt3 (3.1 equiv), DCM, 12 h, 91 %; c) p-nitrophenyl chloroformate (3 equiv), NEt3 (2 equiv), DMAP (2 equiv), DCM, 20 h, 66 %; d) 1 Fmoc-depro-
tected (0.5 equiv), NEt3 (2.5 equiv), DMF, 18 h, e) 95 % TFA/H2O, 90 min, 4 %. py = pyridine.
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Competitive-binding studies were performed by preincuba-
tion of semiconfluent cell lines (either alpha 9 or mock cells)
with various concentrations of free peptides or lipopeptides
prior to the addition of individual combined mixtures to indi-
vidual wells in assay plates (96-well plates) each coated with a
fixed quantity of tenascin C. After a washing step, residual ad-
herent cells remaining in each well post washing were deter-
mined by staining cells with crystal violet and then measuring
absorbance from each well spectrophotometrically. Clearly in
such competition binding studies in which alpha 9 cells are in-
volved, the fewer the proportion of cells that remain adherent
at the end of the experiment, the more effective must be the
corresponding free peptide or lipopeptide in competing for
cell-surface a9b1 integrin-receptor binding. Furthermore, when
mock cells are involved, these should exhibit only mild non-
specific interactions with the tenascin C coating in each well
and therefore should barely adhere irrespective of the pres-
ence or otherwise of free peptides or lipopeptides.


Assay data are shown for free tenascin and control peptides
(Figure 2). Free tenascin peptide 1 clearly acts to prevent the
adherence of alpha 9 cells to tenascin C and therefore com-


petes with tenascin C for interaction with the cell-surface a9b1-
integrin receptors of alpha 9 cells. In contrast, free control pep-
tide 10 provides no competition for interactions between te-
nascin C and alpha 9 cells as expected. Finally mock cells
appear to adhere only modestly to tenascin C in line with ex-
pectations since they do not express cell-surface a9b1-integrin
receptors. Compare this data set with data obtained by using
class A lipopeptides 9 and 11 (Figure 3). Lipopeptide 9 (com-
prising a tenascin peptide moiety) appears to act similarly to
free tenascin peptide 1, if a little less efficiently whilst lipopep-
tide 11 (comprising a control peptide moiety) appears to act


similarly to control peptide 10. Similar results were obtained
respectively with class B lipopeptides 15 and 16 (results not
shown). These data clearly demonstrate that the biological effi-
cacy of the tenascin peptide 1 and the precision of the control
peptide 10 are retained post conjugation into lipopeptide
structures.


LMD and LD transfections


LMD transfection experiments were then performed to deter-
mine the relative benefits of incorporating class A or B lipo-
peptides into the bilammellar liposomal outer coat of LMD
particles. Comparisons were also made with corresponding cat-
ionic liposome–pDNA (LD; lipoplex) systems. In both cases, a
premodification strategy was followed in which CDAN/DOPE
cationic liposomes were prepared with class A or B lipopep-
tides (0.05–5 mol %) and then used to formulate LMD or corre-
sponding LD systems from pDNA afterwards. The most striking
aspect of our LMD transfection data (15 min transfection time)
is the lack of pronounced “targeting effects”, instead the pres-
ence of any lipopeptide (especially at low mol %) resulted in
an impressive nonspecific boost to transfection efficiency of at
least an order of magnitude irrespective of the cell type (either
alpha 9 or mock cell line). Results are shown for “targeted”
LMD transfections with class A lipopeptides 9 and 11
(Figure 4), LMD transfections with class B lipopeptides 15 and
16 gave similar results (data not shown). LD transfections (4 h
transfection time) were also performed and showed the same
nonspecific enhancement (data not shown); this suggested
that we were observing a generic type of nonspecific peptide
enhancement of cationic liposome-based transfection. Others
have made similar observations working with “protein-targeted
systems” in preference to the peptide-based systems described
here. For instance, apotransferrin has been shown to confer


Figure 2. Competitive cell-binding assays with free tenascin peptide 1 and
control peptide 10. The graph illustrates the result of cell adherence when
alpha 9 or mock cells are incubated without peptide, with free tenascin pep-
tide 1 or with free control peptide 10 and then introduced into the wells of
96-well plates coated with tenascin C protein. In the absence of peptide or
in the presence of control peptide, alpha 9 cells adhere to tenascin C easily,
but not in the presence of tenascin peptide 1. Mock cells do not adhere spe-
cifically to tenascin-coated wells under any circumstances.


Figure 3. Competitive cell-binding inhibition assays with class A lipopeptides
9 and 11. The graph illustrates the result of cell adherence when alpha 9 or
mock cells are incubated without lipopeptide, with lipopeptide 9 (compris-
ing tenascin peptide) or with lipopeptide 11 (comprising control peptide)
and then introduced into the wells of 96-well plates coated with tenascin C
protein. Lipopeptide 9 behaves like free tenascin peptide 1 (see Figure 2)
and 11 (like free control peptide 10). Hence 9 is an active ligand of the a9b1


receptor.
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similar nonspecific enhancements to LD transfections.[31] This
effect was ascribed to a “nonreceptor”-mediated process that
involves endocytosis, enhanced acidification of endosomes
with enhanced endosomolysis, and potentially enhanced cyto-
solic transport of pDNA.


Recently Kono et al. have noted that transferrin also confers
a nonspecific enhancement on LD transfection but that that
effect becomes less nonspecific and more specific as LD posi-
tive charge is reduced.[32] Given this, additional LMD and LD
transfection experiments were also conducted in which LMD
and LD systems were prepared from DC-Chol/DOPE cationic
liposomes with class A or B lipopeptides (0.05–5 mol %). In this
instance, a modest but reproducible cell-specific effect could
be observed overlaid on top of the nonspecific peptide en-
hancement effects seen above. Representative LD transfection
data with class A lipopeptides are shown (Figure 5). The target-
ing effect (comparing alpha 9 to corresponding mock cell LD
transfection data) is not more than two- to threefold. Similar
effects were observed by using class B lipopeptides (results
not shown), and for all LMD transfections with both classes of
lipopeptide (data not shown).


The cytofectin DC-Chol has fewer available amino-functional
groups than CDAN cytofectin and has a lower overall charge at
neutral pH.[6] Therefore, LMD and LD systems formulated with
DC-Chol rather than CDAN are of lower charge by default.
Hence, the emergence of a modest targeting effect could be
similarly correlated in our case with a reduction in the overall
positive charge of LMD and LD particles as a result of the
change in cytofectin. On this basis, further experiments were
performed to study the effects of lowering the overall particle
positive charge further. This proved unsuccessful since lipid-
membrane interactions between liposomes and cell-surface


were always competitive with
peptide-targeting effects even
when near neutral systems were
prepared.


The presented situation illus-
trates an important principle of
balance between specific ligand-
mediated processes of cellular
uptake and nonspecific process-
es, suggesting that pDNA deliv-
ery systems comprised of con-
densed pDNA and lipid are un-
likely to be amenable to pure
receptor-specific targeting and
uptake even with a biologically
compatible ligand. A somewhat
traditional view is that this bal-
ance problem between specific
and nonspecific delivery can be
corrected by coating the surface
of an LD (or LMD) particle with a
“stealth” polymer such as poly-
ethylene glycol (PEG) to which a


ligand might be attached. Such a surface coating is undoubt-
edly essentially for certain elements of biocompatibility such
as resistance to aggregation in biological fluids and resistance
to reticulo-endothelial system (RES)-mediated degradation,[33]


owing to the formation of a dense network of fibril-like struc-
tures on particle surfaces.[34] Furthermore, such a surface coat-


Figure 4. LMD transfection data (15 min transfection time) on alpha 9 (black) and mock (grey) cells obtained with
LMD particles presenting class A lipopeptides (either lipopeptide 9 or control lipopeptide 11) incorporated at the
indicated mol %. All transfection data were determined in triplicate with the units of RLU mg�1 cellular protein
and then normalised with respect to the transfection levels obtained with mock cells by using naked LMD parti-
cles without lipopeptide.


Figure 5. LD transfection data (4 h transfection time) obtained on alpha 9
(black) and mock (grey) cells with LD particles presenting class A lipopep-
tides (either lipopeptide 9 or control lipopeptide 11) incorporated at the in-
dicated mol %. All transfection data were determined in triplicate with the
units of RLU mg�1 cellular protein and then normalised with respect to the
transfection levels obtained in the mock cells by using naked LD particles
without lipopeptide.
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ing necessarily shields exterior positive charge and hence elec-
trostatic interaction between a cationic LMD or LD particle and
a cell-surface membrane. However, we have clearly shown that
PEG3400-coated LMD particles are more than competent to
enter cells by nonreceptor-mediated endocytosis,[7] and in ad-
dition are unable to mediate further transfection owing to en-
dosome-like vesicle entrapment.


Our conclusion to these data was that the PEG coating is
very cell-surface interactive and does not prevent cellular
uptake. Therefore, the PEG coating needs to be triggerable,
that is stable and nonreactive in exterior biological fluids but
unstable towards release within interior endosome compart-
ments post cell entry, in order that naked LMD or LD particles
might continue the transfection process unencumbered. Such
triggerable systems are now under development in our labora-
tories. However, even when such systems become available,
there remains one inescapable conclusion. Concerning the in-
teractions between LD or LMD particles and cell-surface mem-
branes, nonspecific interactions will always play an essential,
dominant role in cellular uptake, irrespective of the transfec-
tion system involved and whether or not a stealth polymer
coating is involved.


Therefore, what is the role of specific ligand-mediated bind-
ing events given such a situation? In our view, specific ligand-
mediated or receptor-specific binding events are primarily re-
quired for “residence-time” in vivo. In other words, specific
binding events should exist to promote the accumulation of
transfection competent particles within an organ of choice in
association with target cells of interest, prior to internalisation
by largely nonspecific effects. The power of receptor-mediated
binding events to localise particles in vivo has been graphically
demonstrated by Medina et al. in their recently described work
concerning targeting to lymphocytes by highly selective integ-
rin-receptor binding peptides.[35] Accordingly, we would argue
that there are four main types of synthetic nonviral vector
system that should be operable in various gene therapy sce-
narios:


I) Simple vector systems such as LMD that possess elements
of stability and the ability to mediate transfection even in
high serum conditions (ca. 100 %), could have limited appli-
cations in which local delivery is possible or in which there
is the possibility for rapid (minutes), passive accumulation
in an organ of interest following systemic delivery.


II) Vector systems such as LMD that are also equipped with
receptor-specific targeting ligands might have useful appli-
cations when the efficiency of rapid, passive organ accu-
mulation needs to be enhanced.[36]


III) Vector systems such as triggerable LMD (trigLMD) that pos-
sess a biocompatible stealth polymer coating for enhanced
stability in vivo, should be ideal for situations in which pas-
sive organ accumulation is possible but takes place only
slowly (hours) following systemic delivery.[37]


IV) Vector systems such as trigLMD that are equipped with re-
ceptor-specific targeting ligands should be essential for
those other applications in which there is a requirement to
enhance the efficiency of slow, passive organ accumulation


or elsewhere there is a requirement for active accumulation
of particles into an alternative organ of choice.


Synthetic nonviral vector systems corresponding to types I
and II are now available in our laboratories and await extensive
evaluation in vivo in order to marry potential applications with
vector properties. We anticipate that vector systems corre-
sponding with types III and IV should also be available in our
laboratories in the very near future. Clearly, from a pharma-
ceutical perspective, the simpler the system that mediates ef-
fective gene delivery is, the better, but appropriate in vivo per-
formance is also paramount, and that might necessitate in-
creasing the molecular complexity in ways that might other-
wise be undesirable.


Conclusion


The aim of this study was to prepare novel classes of lipopep-
tides and investigate their capacity to target LMD and LD
transfections. Data show that only partial targeting effects
were obtained at best and that these were always competing
with nonspecific background effects, even when the overall
LMD or LD particle positive charge was reduced. However, we
argue that the true value of specific receptor-mediated proc-
esses will be realised only in vivo. Therefore, LMD particles
equipped with cell-surface receptor-specific targeting ligands
should be validated in vivo at the earliest opportunity prior to
the creation of more complex systems that involve the intro-
duction of a triggerable stealth molecule surface coat.


Experimental Section


General chemistry : 1H NMR spectra were recorded on either the
Bruker DRX300, Jeol GX-270Q or Bruker Advance400 by using residual
isotopic solvent (CHCl3, dH = 7.26 ppm) as an internal reference. 13C
spectra were also recorded on the same range of spectrometers
employing CDCl3 (dC = 77.0 ppm) as an internal reference. FAB
mass spectra were recorded on VG-7070B, Jeol SX-102 instruments,
and ESI mass spectrometry was carried out by using a Bruker Dal-
tronics ESI 6000 spectrometer. Infrared spectra were recorded on a
Jasco 620 FTIR spectrometer. Where appropriate, a Pharmacia LKB–
Ultrospec III (deuterium lamp at 300 nm) was used to read the UV
absorbance. Chromatography refers to flash column chromatogra-
phy on Merck-Kieselgel 60 (230–400 mesh). TLC refers to thin layer
chromatography performed on precoated Merck Kieselgel 60 F254


aluminium-backed plates and visualised with ultraviolet light
(254 nm) and acidic ammonium molybdate(iv), iodine, bromocresol
green, Dragendorff’s reagent, ninhydrin and chloranil. DCM was
distilled from phosphorus pentoxide, other solvents were bought
predried as required. All the reactions were performed under nitro-
gen with dry solvents unless otherwise stated. The FastMoc re-
agent O-(benzotriazol-1-yl)-N,N,N’,N’-tetramethyluorium (HBTU) was
obtained from Advanced Chemtech Europe (Cambridge, UK) and
CN Bioscience (Nottingham, UK). DMF and acetonitrile were pur-
chased from Rathburn (Walker–Burn, Scotland). All the reagents
used in the syntheses were of the highest purity. The amino acids
and resins were obtained from Nova Biochem. The numbering of
cholesterol is in accordance with the literature.[38]


1218 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1212 – 1223


M. R. Jorgensen, A. D. Miller et al.



www.chembiochem.org





Synthesis of lipopeptides


Tenascin peptide (1), deprotected : This peptide was synthesised
by using preloaded Fmoc-Ala-Wang resin (0.4 g, 0.2 mmol,
0.5 mmol g�1). The amino acids were coupled to the resin by using
standard solid-phase peptide chemistry techniques. Once the resin
was swollen by using DMF the peptide sequence was built up by
alternating coupling and Fmoc-deprotection steps. Fmoc deprotec-
tion was achieved by cleaving with a solution of 25 % piperidine in
DMF (2 � 5 min, 10 mL) followed by washing with DMF (5 � 2 min,
10 mL). After each Fmoc deprotection step, the collected cleavage
and washing solutions were diluted and the absorbance was deter-
mined as for the initial loading calculations in order to check the
completeness of the Fmoc cleavage. A Kaiser test[39] was per-
formed; if it was negative the deprotection step was repeated.
Once the Fmoc groups were removed a solution of Fmoc-protect-
ed amino acid (3 equiv), HBTU (3 equiv) and N,N-diisopropylethyl-
amine (DIPEA, 5 equiv) in DMF (5–10 mL) was added to the resin
and shaken for 45 mins. The resin was washed with DMF (5 �
2 min, 10 mL) and another Kaiser test performed; again, if a nega-
tive result was not obtained the coupling was repeated. This pro-
cess was repeated until the correct amino acid sequence was ob-
tained. The resin was then washed with DCM (2 � 5 mL, 2 min) and
MeOH (2 � 5 mL, 2 min). Batches (50 mg) were deprotected and
cleaved for characterisation. The crude peptide was purified by re-
versed-phase HPLC (Vydac C4 column at a flow rate of 1 mL min�1,
214 nm) with a gradient of 30–100 % acetonitrile in water over
40 min. G3PLAEIDGIELA (10 mg, 27 % yield) eluting at Rt = 6.24 min,
99 % purity. m/z (ESI) 1311 [M+H]+ , C57H95N14O21 requires [M+H]+


1311.


N1-Cholesteryloxycarbonyl-1,2-diaminoethane (2): A round-bottomed
flask was charged with cholesteryl chloroformate (8 g, 17.8 mmol),
ethylenediamine (240 mL, 3.56 mol) was slowly added with stirring.
The reaction mixture was then stirred for two days until the reac-
tion went to completion. The base was neutralised with an icy
slurry, then washed with water (2 � 20 mL), extracted with DCM (2 �
50 mL), dried (Na2SO4), and the solvent removed by reduced pres-
sure. The resultant residue was redissolved in DCM and loaded
onto a silica flash column (DCM/MeOH/NH3 92:7:1) yielding amine
2 (5.5 g, 65 % yield) as a white solid. Rf = 0.15 (DCM/MeOH/NH3


92:7:1) ; 1H NMR (270 MHz, CDCl3): d= 0.64 (s, 3 H; H-18’), 0.83 (d,
J = 6.5 Hz, 6 H; H-26’, H-27’), 0.85 (d, J = 6.5 Hz, 3 H; H-21’), 0.92 (s,
3 H; H-19’), 0.99–1.62 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’,
H-15’, H-16’, H-17’, H-20’, H-22’, H-23’, H-25’), 1.64–2.04 (m, 5 H; H-
2’, H-7’, H-8’), 2.09–2.39 (m, 2 H; H-24’), 2.76 (t, J = 6 Hz, 2 H; H-2),
3.16 (q, J = 5.5 Hz, 2 H; H-1), 4.44 (m, 1 H; H-3’), 5.33 (br m, 2 H; H-6’,
CholOCONH) ; 13C NMR (270 MHz, CDCl3): d= 11.8 (C-18’), 18.6 (C-
21’), 19.2 (C-19’), 20.9 (C-11’), 22.5 (C-26’), 22.7 (C-27’), 23.7 (C-23’),
24.2 (C-15’), 27.9 (C-16’), 28.1 (C-2’, C-25’), 31.7 (C-7’, C-8’), 35.7 (C-
20’), 36.1 (C-22’), 36.4 (C-10’), 36.9 (C-1’), 38.3 (C-24’), 39.4 (C-4’),
39.6 (C-12’), 41.7 (C-13’), 42.2 (C-2), 43.5 (C-1), 49.9 (C-9’), 56.0 (C-
17’), 56.6 (C-14’), 73.6 (C-3’), 122.4 (C-6’), 139.7 (C-5’), 156.5 (NCOO);
IR (CHCl3): ñmax = 2940, 2867, 1697, 1467 cm�1; FABMS: m/z : 473
[M+H]+ , 369 [Chol]+ ; HRMS: calcd for C30H52N2O2 [M+H]+ :
473.4110, found: [M+H]+ 473.4125.


N1-Cholesteryloxycarbonyl-1-amino-2’’-nitrobenzenesulfonamido-
ethane (3): 2-Nitrobenzylsulfonyl chloride (2.6 g, 13.8 mmol) and
NEt3 (2.2 mL, 15.9 mmol) were added to a solution of amine 2
(5.0 g, 10.6 mmol) in dry DCM (50 mL) and stirred for 14 h. The re-
action mixture was washed with water (2 � 20 mL), extracted with
DCM (2 � 20 mL), dried (Na2SO4), concentrated under vacuum, and
purified by column chromatography producing nosyl 3 (6 g, 87 %)
as a white solid. Rf = 0.2 (DCM/MeOH/NH3 99:0.87:0.13); 1H NMR


(270 MHz, CDCl3): d= 0.65 (s, 3 H; H-18’), 0.82 (d, J = 6.5 Hz, 6 H; H-
26’, H-27’), 0.85 (d, J = 6.5 Hz, 3 H; H-21’), 0.94 (s, 3 H; H-19’), 0.99–
1.66 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’, H-17’,
H-20’, H-22’, H-23’, H-25’), 1.68–2.05 (m, 5 H; H-2’, H-7’, H-8’), 2.09–
2.33 (m, 2 H; H-24’), 3.08–3.34 (m, 4 H; H-1, H-2), 4.38 (m, 1 H; H-3’),
5.30 (m, 1 H; H-6’), 5.41 (br m, 1 H; CholOCONH), 6.11 (br m, 1 H;
NHSO2), 7.70 (m, 2 H; H-4’’, H-5’’), 7.76 (m, 1 H; H-6’’), 8.07 (m, 1 H;
H-3’’) ; 13C NMR (270 MHz, CDCl3): d= 11.7 (C-18’), 18.6 (C-21’), 19.2
(C-19’), 20.9 (C-11’), 22.4 (C-26’), 22.7 (C-27’), 23.7 (C-23’), 24.1 (C-
15’), 27.8 (C-16’), 27.9 (C-2’), 28.1 (C-25’), 31.7 (C-7’, C-8’), 35.6 (C-
20’), 36.0 (C-22’), 36.3 (C-10’), 36.8 (C-1’), 38.3 (C-24’), 39.3 (C-4’),
39.6 (C-12’), 40.4 (C-2), 42.1 (C-13’), 43.5 (C-1), 49.7 (C-9’), 56.0 (C-
17’), 56.5 (C-14’), 74.5 (C-3’), 122.3 (C-6’), 125.1 (C-3’’), 130.8 (C-6’’),
132.7 (C-4’’), 133.2 (C-1’’), 133.5 (C-5’’), 139.5 (C-5’), 147.7 (C-2’’),
156.5 (NCOO); IR (Nujol): ñmax = 3337, 2923, 1697, 1540, 1461, 1376,
1162 cm�1; FABMS: m/z : 680 [M+Na]+ , 658 [M+H]+ , 369 [Chol]+ ;
HRMS: calcd for C36H55N3O6S [M+H]+ : 658.3890, found: 658.3896.


3,6,9-Trioxa-11-benzyloxyundecan-1-ol (4):[26] A dry flask was charged
with a solution of TEG (predried with Na2SO4 ; 1 g, 5.15 mmol) in
dry DCM (100 mL), silver(i) oxide (1.8 g, 7.73 mmol) was added, and
the mixture was placed under nitrogen. It was left stirring for
15 min before benzyl bromide (0.67 mL, 5.57 mmol) was added.
The reaction was monitored by TLC and went to completion after
20 h. The solvent was concentrated and loaded directly onto a
silica flash column (ethyl acetate/hexane/dioxane (72:24:4) ; Rf 0.2)
producing ether 4 as a colourless oil (0.8 g, 55 % yield). 1H NMR
(270 MHz, CDCl3): d= 2.98 (br m, 1 H; OH), 3.52–3.71 (m, 16 H; H-1,
H-2, H-4, H-5, H-7, H-8, H-10, H-11), 4.52 (s, 2 H; H-13), 7.18–7.35 (m,
5 H; H-1’-5’) ; 13C NMR (100.6 MHz, CDCl3): d= 61.3 (C-1), 69.2 (C-11),
70.0 (C-10), 70.3 (C-4, C-5, C-7, C-8), 72.4 (C-2), 73.0 (C-13), 127.4 (C-
4’), 127.5 (C-2’, C-6’), 128.1 (C-3’, C-5’), 138.0 (C-1’) ; IR (CHCl3): ñmax =
3462, 3060, 2871, 1456, 1098 cm�1; FABMS: m/z : 285 [M+H]+ , 91
(C7H7) ; HRMS: calcd for C15H24O5 [M+H]+ : 285.1702, found:
285.1693.


N1-Cholesteryloxycarbonyl-3-aza-N3-2’’-nitrobenzenesulfonyl-,6,9,12-
trioxa-15-benzyloxy-1-amino-tetradecane (5): Ether 4 (1 g, 3.5 mmol)
was dissolved in dry DCM (100 mL) and charged to a dry round-
bottomed flask under nitrogen. Nosyl 3 (2.3 g, 3.5 mmol) and di-
phenyl 2-pyridylphosphine (1.4 g, 5.3 mmol) were added to the
flask and stirred for 10 min. A solution of DTBAD (1.2 g, 5.3 mmol)
in dry DCM (10 mL) was transferred at 10 mL h�1 to the reaction
vessel. The solution was stirred vigorously during the slow addition
and for additional 2 h. The solvent was removed under reduced
pressure, and the crude product was purified as described above
for 4 to produce the Mitsunobu product 5 (2.3 g, 71 %). 1H NMR
(400 MHz, CDCl3): d= 0.68 (s, 3 H; H-18’), 0.85 (d, J = 6.5 Hz, 6 H; H-
26’, H-27’), 0.90 (d, J = 6.5 Hz, 3 H; H-21’), 0.99 (s, 3 H; H-19’), 1.00–
1.62 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’, H-17’,
H-20’, H-22’, H-23’, H-25’), 1.78–2.09 (m, 5 H; H-2’, H-7’, H-8’), 2.15–
2.38 (m, 2 H; H-24’), 3.38 (m, 2 H; H-1), 3.45 (m, 2 H; H-4), 3.52 (t, J =
4.8 Hz, 2 H; H-2), 3.58 (m, 2 H; H-5), 3.59 (m, 12 H; H-7, H-8, H-10, H-
11, H-13, H-14), 4.47 (m, 1 H; H-3’), 4.58 (s, 2 H; H-16), 5.38 (m, 1 H;
H-6’), 5.55 (br m, 1 H; CholOCONH), 7.27–7.37 (m, 5 H; H-1’’’-5’’’),
7.62 (m, 1 H; H-4’’), 7.68 (m, 2 H; H-5’’, H-6’’), 8.05 (m, 1 H; H-3’’) ;
13C NMR (100.6 MHz, CDCl3): d= 11.7 (C-18’), 18.6 (C-21’), 19.1 (C-
19’), 20.9 (C-11’), 22.4 (C-26’), 22.7 (C-27’), 23.7 (C-23’), 24.1 (C-15’),
27.9 (C-16’), 28.0 (C-2’), 28.1 (C-25’), 31.7 (C-7’, C-8’), 35.6 (C-20’),
36.0 (C-22’), 36.4 (C-10’), 36.8 (C-1’), 38.4 (C-24’), 39.1 (C-1), 39.6 (C-
4’), 39.6 (C-12’), 41.1 (C-13’), 48.3 (C-4), 48.7 (C-2), 49.2 (C-9’), 56.0
(C-17’), 57.5 (C-14’), 69.3 (C-5), 69.8 (C-14), 70.1 (C-7), 70.2 (C-13),
70.3 (C-8), 70.4 (C-10), 70.5 (C-11), 73.1 (C-16), 74.1 (C-3’), 122.2 (C-
6’), 124.0 (C-3’’), 127.5 (C-4’’’), 127.6 (C-2’’’, C-6’’’), 128.2 (C-3’’’, C-
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5’’’), 130.7 (C-6’’), 131.7 (C-4’’), 132.8 (C-1’’), 133.4 (C-5’’), 138 (C-1’’’),
139.7 (C-5’), 148.0 (C-2’’), 156.2 (NCOO); IR (CHCl3): ñmax = 3345,
3045, 2945, 2873, 1711, 1455, 1123, 1010 cm�1; FABMS: m/z : 946
[M+Na]+ , 924 [M+H]+ , 369 [Chol]+ ; HRMS: calcd for C51H77N3O10S
[M+H]+ : 924.5408, found: 924.5376.


N1-Cholesteryloxycarbonyl-3-aza-6,9,12-trioxa-1-amino-15-hyrdoxyte-
tradecane (6):[28, 29] A dry round-bottomed flask was charged with
naphthalene (4.5 g, 34.7 mmol) and sodium metal (0.8 g,
34.7 mmol) under nitrogen. Dry THF (100 mL) was added to the
flask, and the mixture was vigorously stirred for 1 h. The solution
was cooled to �30 8C with cardice and acetone. A solution con-
taining the Mitsunobu product 5 (1.6 g, 1.7 mmol) in dry THF
(10 mL) was added to the flask over 5 min, and the reaction mix-
ture was stirred for 45 min at �30 8C, at which point it had had
gone to completion. A solution of 2,6-di-tert-butyl-4-methyl phenol
(7.48 g, 34.7 mmol) in THF (2 mL) was slowly added, and the reac-
tion mixture was allowed to warm to room temperature. The sol-
vent was removed under reduced pressure, and the resultant resi-
due was dry loaded onto a silica flash column (DCM/MeOH/NH3


(97:2.5:0.5)) to give the deprotected product 6 as a viscous white
solid (0.83 g, 74 %). Rf = 0.25 (DCM/MeOH/NH3 92:7:1) ; 1H NMR
(400 MHz, CDCl3): d= 0.67 (s, 3 H; H-18’), 0.85 (d, J = 6.5 Hz, 6 H; H-
26’, H-27’), 0.90 (d, J = 6.5 Hz, 3 H; H-21’), 0.99 (s, 3 H; H-19’), 1.01–
1.65 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’, H-17’,
H-20’, H-22’, H-23’, H-25’), 1.76–2.08 (m, 5 H; H-2’, H-7’, H-8’), 2.17–
2.41 (m, 2 H; H-24’), 2.74 (m, 4 H; H-2, H-4), 2.98 (br, 1 H; OH), 3.30
(m, 2 H; H-1), 3.58–3.79 (m, 14 H; H-5, H-7, H-8, H-10, H-11, H-13, H-
14), 4.50 (m, 1 H; H-3’), 5.36 (m, 1 H; H-6’), 5.72 (br m, 1 H; CholO-
CONH) ; 13C NMR (100.6 MHz, CDCl3): d= 11.8 (C-18’), 18.7 (C-21’),
19.3 (C-19’), 21.0 (C-11’), 22.5 (C-26’), 22.8 (C-27’), 23.8 (C-23’), 24.2
(C-15’), 28.0 (C-16’), 28.2 (C-2’), 29.6 (C-25’), 31.8 (C-7’, C-8’), 35.7 (C-
20’), 36.0 (C-22’), 36.5 (C-10’), 36.9 (C-1’), 38.6 (C-24’), 39.5 (C-4’),
39.7 (C-12’), 40.3 (C-13’), 42.2 (C-1), 48.4 (C-4), 48.7 (C-2), 49.9 (C-9’),
56.1 (C-17’), 56.6 (C-14’), 61.3 (C-14), 69.7 (C-7), 70.1 (C-8), 70.3 (C-
10, C-11), 70.5 (C-5), 73.0 (C-13), 74.1 (C-3’), 122.4 (C-6’), 139.9 (C-5’),
156.3 (NCOO); IR (CHCl3): ñmax = 3610, 3345, 2936, 2863, 1698, 1456,
1260 cm�1; FABMS: m/z : 649 [M+H]+ , 369 [Chol]+ ; HRMS: calcd for
C38H68N2O6 [M+H]+ : 649.5156, found: 649.5144.


N1-Cholesteryloxycarbonyl-3-aza-N3-tert-butoxycarbonyl-6,9,12-trioxa-
1-amino-15-hydroxytetradecane (7): Di-tert-butyldicarbonate (10 mg,
0.046 mmol) and NEt3 (4.1 mL, 0.05 mmol) were added under nitro-
gen to a solution of alcohol 6 (30 mg, 0.046 mmol) in dry DCM
(1 mL). The reaction was stirred for 10 h until it had gone to com-
pletion. The solvent was removed in vacuo, and the mixture was
dry loaded onto a silica flash column (ethyl acetate/hexane (1:1))
to produce the Boc-protected alcohol 7 as a white viscous solid
(28.5 mg, 84 %). Rf = 0.3 (DCM/MeOH/NH3 92:7:1) ; 1H NMR
(400 MHz, CDCl3): d= 0.69 (s, 3 H; H-18’), 0.88 (d, J = 6.5 Hz, 6 H; H-
26’, H-27’), 0.93 (d, J = 6.5 Hz, 3 H; H-21’), 1.02 (s, 3 H; H-19’), 1.03–
1.72 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’, H-17’,
H-20’, H-22’, H-23’, H-25’), 1.47 (s, 9 H; Me of tBu), 1.76–2.10 (m,
5 H; H-2’, H-7’, H-8’), 2.22–2.48 (m, 2 H; H-24’), 3.14 (br, 1 H; OH),
3.26–3.48 (m, 6 H; H-1, H-2, H-4), 3.52–3.85 (m, 14 H; H-5, H-7, H-8,
H-10, H-11, H-13, H-14), 4.49 (m, 1 H; H-3’), 5.35 (m, 1 H; H-6’), 5.65
(br m, 1 H; CholOCONH) ; 13C NMR (100.6 MHz, CDCl3): d= 11.5 (C-
18’), 18.4 (C-21’), 19.0 (C-19’), 20.7 (C-11’), 22.3 (C-26’), 22.5 (C-27’),
23.5 (C-23’), 24.0 (C-15’), 27.7 (C-16’), 27.9 (C-2’, C-25’), 28.1 (Me of
tBu), 31.5 (C-7’, C-8’), 35.5 (C-20’), 39.5 (C-22’), 36.2 (C-10’), 36.7 (C-
1’), 38.3 (C-24’), 39.3 (C-4’), 39.4 (C-12’), 39.7 (C-1), 42.0 (C-13’), 47.9
(C-4), 48.2 (C-2), 49.7 (C-9’), 55.9 (C-17’), 56.3 (C-14’), 61.2 (C-14),
69.5 (C-5), 70.0 (C-7, C-8), 70.1 (C-10, C-11), 72.3 (C-13), 73.7 (C-3’),
79.5 (C-Me3), 122.1 (C-6’), 139.5 (C-5’), 155.9 (2 � NCOO); IR (CHCl3):


ñmax = 3611, 2947, 2871, 1698, 1652, 1456, 1265 cm�1; FABMS: m/z :
771 [M+Na]+ , 749 [M+H]+ , 649 [M�Boc + H]+ , 369 [Chol]+ ; HRMS:
calcd for C43H76N2O8 [M+H]+ : 749.5680, found: 749.5708.


N1-Cholesteryloxycarbonyl-3-aza-N3-tert-butoxycarbonyl-6,9,12-trioxa-
1-amino-15-O15-4’’-nitrophenyloxycarbonyltetradecane (8): Alcohol 7
(50 mg, 0.067 mmol) was dissolved in dry DCM (3.5 mL), then
DMAP (16 mg, 0.13 mmol), NEt3 (19 mL, 0.13 mmol) and p-nitro-
phenyl chloroformate (41 mg, 0.2 mmol) were added under nitro-
gen. The reaction was stirred for 10 h, the solvent removed under
reduced pressure, and the crude product was purified by column
chromatography (ethyl acetate/hexane (3:2)) to give carbonate 8
as a viscous white solid (56 mg, 92 %). Rf = 0.65 (DCM/MeOH 95:5);
1H NMR (400 MHz, CDCl3): d= 0.69 (s, 3 H; H-18’), 0.87 (d, J = 6.5 Hz,
6 H; H-26’, H-27’), 0.91 (d, J = 6.5 Hz, 3 H; H-21’), 1.00 (s, 3 H; H-19’),
1.01–1.72 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’,
H-17’, H-20’, H-22’, H-23’, H-25’), 1.46 (s, 9 H; Me of tBu), 1.78–2.14
(m, 5 H; H-2’, H-7’, H-8’), 2.21–2.44 (m, 2 H; H-24’), 3.26–3.52 (m,
6 H; H-1, H-2, H-4), 3.56–3.78 (m, 10 H; H-5, H-7, H-8, H-10, H-11),
3.80 (m, 2 H; H-13), 4.42–4.54 (m, 3 H; H-3’, H-14), 5.35 (m, 1 H; H-
6’), 5.63 (br m, 1 H; CholOCONH), 7.38 (m, 2 H; H-2’’, H-6’’), 8.27 (m,
2 H; H-3’’, H-5’’) ; 13C NMR (100.6 MHz, CDCl3): d= 11.5 (C-18’), 18.4
(C-21’), 19.0 (C-19’), 20.7 (C-11’), 22.3 (C-26’), 22.5 (C-27’), 23.5 (C-
23’), 24.0 (C-15’), 27.7 (C-16’), 27.9 (C-2’, C-25’), 28.1 (Me of tBu),
31.5 (C-7’, C-8’), 35.5 (C-20’), 39.5 (C-22’), 36.2 (C-10’), 36.7 (C-1’),
38.3 (C-24’), 39.2 (C-4’), 39.4 (C-12’), 39.7 (C-1), 42.1 (C-13’), 48.0 (C-
4), 48.2 (C-2), 49.7 (C-9’), 55.8 (C-17’), 56.3 (C-14’), 69.3 (C-5), 69.9 C-
13), 70.2 (C-7, C-8, C-10, C-11),70.4 (C-14), 73.9 (C-3’), 79.3 (C-Me3),
122.2 (C-6’), 124.9 (C-2’’, C-6’’), 125.7 (C-3’’, C-5’’), 139.6 (C-5’), 145.0
(C-4’’), 152.1 (OCOO), 156.5 (2 � NCOO), 163.0 (C-1’’) ; IR (CHCl3):
ñmax = 3348, 2942, 1770, 1696, 1616, 1593 cm�1; FABMS: m/z : 936
[M+Na]+ , 914 [M+H]+ , 814 [M�Boc + H]+ , 369 [Chol]+ ; HRMS:
calcd for C50H79N3O12: 914.5742 [M+H]+ , found: 914.5772.


Class A lipopeptide 9 : The tenascin peptidoresin 1 (50 mg,
0.03 mmol) was swelled in DMF (7 mL, 30 min), the terminal Fmoc
group was deprotected by using 25 % piperidine in DMF (2 � 5 min,
5 mL), and the product was washed with DMF (5 � 2 min, 5 mL). A
Kaiser test was performed and produced a positive result. Dry DMF
(1.5 mL) and NEt3 (11 mL, 0.075 mmol) were transferred to the resin
and shaken for 5 min. A premixed solution containing carbonate 8
(54 mg, 0.06 mmol) and NEt3 (11 mL, 0.075 mmol) in dry DMF
(1 mL) was also transferred into the reaction vessel under argon
(including 2 mL of washings) and shaken for 18 h. The resin was
washed with DMF (5 � 2 min, 10 mL), and a Kaiser test was per-
formed. The colourless beads produced a negative result; this indi-
cated that the lipid had been successfully coupled. The resin was
washed further with MeOH (3 � 2 min, 5 mL) and with DCM (3 �
5 mL, 2 mins). The resin was air-dried, then cleaved for 1.5 h by
using TFA/water (95:5, 2 mL). The crude lipopeptide was precipitat-
ed in ice cold tert-butyl methyl ether (MTBE; 10 mL), centrifuged
(3600 rpm, 4 8C, 2 � 5 min) and freeze-dried to produce a white
powder. The crude lipopeptide was purified by reversed-phase
HPLC (Vydac C4 colum at a flow rate of 1 mL min�1, 214 nm) with a
gradient of 30–100 % acetonitrile in water over 40 min. Lipopeptide
9 : Rt = 32.6 min; yield: 5.8 mg, 9.7 % (99 % purity); ESI-MS m/z :
calcd for C96H162N16O28: 1986 [M+H]+ , found: 1985.8 [M+H]+ ,
1574.8 [M�CholOCO]+ , 1311.7 [tenascin+H]+ .


Control peptide (10), deprotected : This peptide was synthesised by
using exactly the same procedure as for the peptide tenascin (1).
Fmoc-Glu-Wang resin (0.7 g, 0.38 mmol, 0.55 mmol g�1) was used
instead of Fmoc-Ala-Wang and the amino acid coupled in the de-
sired scrambled sequence. 50 mg batches were deprotected and
cleaved for characterisation. The crude peptide was purified by re-
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versed-phase HPLC (Vydac C4 column at a flow rate of 1 mL min�1,
214 nm) with a gradient of 30–100 % acetonitrile in water over
40 min. G3IGALPIEDALE: Rt = 6.24 min; yield: 10 mg, 28 % (98 %
purity) ; ESI-MS m/z : calcd for C57H95N14O21: 1311 [M+H]+ , found
1311 [M+H]+ .


Class A lipopeptide 11: The synthesis was carried out the same as
described for lipopeptide 9 except the following quantities were
used; control peptidoresin 10 (60 mg, 0.03 mmol), carbonate 8
(61 mg, 0.06 mmol), 2 � NEt3 (12 mL, 0.08 mmol) in the same vol-
umes of dry DMF. The crude lipopeptide was purified by reversed-
phase HPLC (Vydac C4 colum at a flow rate of 1 mL min�1, 214 nm)
with a gradient of 30–100 % acetonitrile in water over 40 min. Lipo-
peptide 11: Rt = 32.6 min; yield 10.1 mg, 16.8 % (99 % purity) ; ESI-
MS m/z : calcd for C96H162N16O28 : 1986 [M+H]+ , found: 1986.2
[M+H]+ , 1575.1 [M�CholOCO]+ , 1311.7 [Control tenascin+H]+ .


O1-4’-Nitrophenyloxycarbonyl-3,6,9-trioxa-1-oxyundecane (12): A flask
was charged with TEG (predried with MgSO4, 1 g, 5.3 mmol), pyri-
dine (0.5 mL, 6.5 mmol), dry DCM (100 mL), placed under nitrogen
and cooled to 0 8C. p-nitrophenyl chloroformate (1.05 g, 5.3 mmol)
was dissolved in a minimum quantity of dry DCM (1 mL), transfer-
red into the reaction mixture and left stirring over night allowing
the ice bath to warm to room temperature. Once TLC indicated
that the reaction had finished (20 h), the solvent was removed by
reduced pressure and purified by column chromatography (ethyl
acetate/hexane/dioxane 67:22:11) to produce alcohol 12 (0.75 g,
45 %) as a yellow oil. Rf = 0.15 (ethyl acetate/hexane/dioxane
67:22:11); 1H NMR (400 MHz, CDCl3): d= 2.76 (br, 1 H; OH), 3.59 (m,
2 H; H-10), 3.58–3.67 (m, 10 H; H-2, H-4, H-5, H-7, H-8), 3.78 (m, 2 H;
H-11), 4.41 (t, J = 4.6 Hz, 2 H; H-1), 7.36 (m, 2 H; H-2’, H-6’), 8.25 (m,
2 H; H-3’, H-5’) ; 13C NMR (100.6 MHz, CDCl3): d= 61.5 (C-11), 68.1 (C-
2), 68.4 (C-4, C-8), 70.3 (C-5, C-7), 70.5 (C-1), 72.3 (C-10), 121.7 (C-2’,
C-6’), 125.1 (C-3’, C-5’), 145.2 (C-4’), 152.3 (OCOO), 155.4 (C-1’) ; IR
(CHCl3): ñmax = 3429, 3072, 2875, 1767 cm�1; FABMS: m/z : 360
[M+H]+ ; HRMS: calcd for C15H21NO9 [M+H]+ : 360.1295, found:
[M+H]+ 360.1297.


N1-Cholesteryl-N2-(11’’-hydroxy-3’’,6’’,9’’-trioxaundecanyloxycarbonyl)-
1,2-diaminoethane (13): 12 (0.12 g, 3.3 mmol) was charged into the
flask and dissolved in DCM (25 mL) under nitrogen, and NEt3


(0.14 mL, 10 mmol) was added. This mixture was stirred vigorously
for 5 min, amine 2 (0.19 g, 0.4 mmol) was added, and the mixture
was stirred for a further 12 h. The solvent was removed under
vacuo, and the solid on purification by chromatography (DCM/
ethyl acetate/MeOH 80:16:4!90:10:0) gave alcohol 13 (0.21 g,
91 %). Rf = 0.2 (DCM/ethyl acetate/MeOH 80:16:4) ; 1H NMR
(400 MHz, CDCl3): d= 0.63 (s, 3 H; H-18’), 0.81 (d, J = 6 Hz, 6 H; H-
26’, H-27’), 0.85 (d, J = 6 Hz, 3 H; H-21’), 0.95 (s, 3 H; H-19’), 1.01–
1.70 (m, 21 H; H-1’, H-4’, H-9’, H-11’, H-12’, H-14’, H-15’, H-16’, H-17’,
H-20’, H-22’, H-23’, H-25’), 1.75–2.02 (m, 5 H; H-2’, H-7’, H-8’), 2.16–
2.35 (m, 2 H; H-24’), 3.22 (m, 4 H; H-1, H-2), 3.35 (br m, 1 H; OH),
3.55 (m, 2 H; H-10’’), 3.57–3.64 (m, 10 H; H-2’, H-4’’, H-5’’, H-7’’, H-
8’’), 3.67 (m, 2 H; H-11’’), 4.15 (m, 2 H; H-6), 4.45 (m, 1 H; H-3’), 5.31
(m, 1 H; H-6’), 5.62 (br m, 1 H; OCNH), 5.88 (br m, 1 H; CholOCONH) ;
13C NMR (100.6 MHz, CDCl3): d= 11.7 (C-18’), 18.5 (C-21’), 19.1 (C-
19’), 20.8 (C-11’), 22.4 (C-26’), 22.7 (C-27’), 23.7 (C-23’), 24.1 (C-15’),
27.8 (C-16’), 28.0 (C-2’, C-25’), 31.7 (C-7’, C-8’), 35.6 (C-20’), 36.0 (C-
22’), 36.3 (C-10’), 36.8 (C-1’), 38.4 (C-24’), 39.3 (C-4’), 39.5 (C-12’),
40.8 (C-1), 40.9 (C-2), 42.1 (C-13’), 49.8 (C-9’), 55.9 (C-17’), 56.5 (C-
14’), 61.3 (C-11’’), 63.7 (C-1’’), 69.5 (C-2’’), 70.1 (C-4’’), 70.2 (C-5’’),
70.3 (C-7’’), 70.4 (C-8’’), 72.4 (C-10’’), 74.1 (C-3’), 122.3 (C-6’), 139.6
(C-5’), 156.3 (NCOO), 156.8 (NCOO); IR (CHCl3): ñmax = 3443, 3054,
2949, 2867, 1713, 1452 cm�1; FABMS: m/z : 715 [M+Na]+ , 693


[M+H]+ , 369 [Chol]+ ; HRMS: calcd for C39H68N2O8 [M+H]+ :
693.5054, found: [M+H]+ 693.5087.


N1-Cholesteryloxycarbonyl-N2-(11’’-hydroxy-3’’,6’’,9’’-trioxa-O11-(4’’’-ni-
trophenyloxycarbonyl)-undecanyldi(oxycarbonyl))-1,2-diamidoethane
(14): A solution of alcohol 13 (2.1 g, 3 mmol) in dry DCM (100 mL)
was placed under nitrogen. DMAP (0.73 g, 6 mmol) and NEt3


(0.88 mL, 6 mmol) were added, and the mixture was stirred for
10 min. p-Nitrophenyl chloroformate (1.8 g, 9 mmol) was then
added, and the mixture was stirred for 20 h. The resultant residue
was purified by column chromatography (hexane/ethyl acetate
66:34!34:66) to give carbonate 14 (1.7 g, 66 %). Rf = 0.18 (ethyl
acetate/hexane 66:34); 1H NMR (400 MHz, CDCl3): d= 0.63 (s, 3 H;
H-18’), 0.82 (d, J = 6 Hz, 6 H; H-26’, H-27’), 0.87 (d, J = 6 Hz, 3 H; H-
21’), 0.98 (s, 3 H; H-19’), 1.00–1.65 (m, 21 H; H-1’, H-4’, H-9’, H-11’,
H-12’, H-14’, H-15’, H-16’, H-17’, H-20’, H-22’, H-23’, H-25’), 1.75–
2.02 (m, 5 H; H-2’, H-7’, H-8’), 2.16–2.38 (m, 2 H; H-24’), 3.27 (m, 4 H;
H-1, H-2), 3.60–3.72 (m, 10 H; H-2’’, H-4’’, H-5’’, H-7’’, H-8’’), 3.80 (m,
2 H; H-10’’), 4.19 (m, 2 H; H-1’’), 4.40–4.44 (m, 3 H; H-11’’, H-3’), 5.28
(br m, 1 H; OCNH), 5.33 (m, 1 H; H-6’), 5.47 (br m, 1 H; ChOCNH),
7.38 (m, 2 H; H-2’’’, H-6’’’), 8.27 (m, 2 H; H-3’’’, H-5’’’) ; 13C NMR
(100.6 MHz, CDCl3): d= 11.7 (C-18’), 18.5 (C-21’), 19.2 (C-19’), 20.9
(C-11’), 22.4 (C-26’), 22.7 (C-27’), 23.7 (C-23’), 24.1 (C-15’), 27.8 (C-
16’), 28.0 (C-2’, C-25’), 31.7 (C-7’, C-8’), 35.6 (C-20’), 36.0 (C-22’), 36.4
(C-10’), 36.8 (C-1’), 38.4 (C-24’), 39.3 (C-4’), 39.5 (C-12’), 40.8 (C-1),
41.0 (C-2), 42.1 (C-13’), 49.8 (C-9’), 56.0 (C-17’), 56.5 (C-14’), 63.8 (C-
1’’), 68.1 (C-2’’), 68.5 (C-10’’), 69.4 (C-4’’), 70.3 (C-5’’, C-7’’), 70.4 (C-
8’’), 70.5 (C-11’’), 74.4 (C-3’), 121.7 (C-6’), 122.4 (C-2’’’, C-6’’’), 125.1
(C-3’’’, C-5’’’), 139.6 (C-5’), 145.2 (C-4’’’), 152.3 (OCOO), 155.3 (C-1’’’),
156.5 (NCOO), 156.7 (NCOO); IR (CHCl3): ñmax = 3439, 3054, 2982,
2867, 1717, 1216 cm�1; FABMS: m/z : 880 [M+Na]+ 858 [M+H]+ ,
369 [Chol]+ .


Class B lipopeptide 15 : The tenascin peptidoresin 1 (50 mg,
0.03 mmol) was swelled in DMF (7 mL, 30 min), the terminal Fmoc
group was deprotected by using 25 % piperidine in DMF (2 � 5 min,
5 mL), and the product was washed with DMF (5 � 2 min, 5 mL). A
Kaiser test was performed and produced a positive result. Dry DMF
(1.5 mL) and NEt3 (11 mL, 0.075 mmol) were transferred to the resin,
which was shaken for 5 min. A premixed solution containing car-
bonate 14 (76 mg, 0.088 mmol) and NEt3 (11 mL, 0.075 mmol) in
dry DMF (1 mL) was also transferred into the reaction vessel under
argon (including 2 mL of washings), and the vessel was shaken for
18 h. The resin was washed with DMF (5 � 2 min, 10 mL), and a
Kaiser test was performed. The colourless beads produced a nega-
tive result; this indicated that the lipid had been successfully cou-
pled. The resin was washed further with MeOH (3 � 2 min, 5 mL)
and with DCM (3 � 5 mL, 2 min). The resin was air-dried then
cleaved for 1.5 h by using TFA/water (95:5, 2 mL). The crude lipo-
peptide was precipitated in ice-cold MTBE (10 mL), centrifuged
(3600 rpm, 4 8C, 2 � 5 min) and freeze-dried to produce a white
powder. It was then purified by reversed-phase HPLC (Vydac C4
colum at a flow rate of 1 mL min�1, 214 nm) with a gradient of 30–
100 % acetonitrile in water over 40 min. Lipopeptide 15 : Rt =
33.2 min; yield: 2.2 mg, 3.7 % (96 % purity) ; ESI-MS m/z : calcd for
C97H162N16O30 : 2030 [M+H]+ , found: 2030 [M+H]+ , 1617.8
[M�CholOCO]+ , 1311.7 [tenascin+H]+ .


Class B lipopeptide 16 : The synthesis was performed as described
for lipopeptide 15, except that the following quantities were used:
control peptidoresin 10 (60 mg, 0.03 mmol), carbonate 14 (85 mg,
0.099 mmol), 2 � NEt3 (12 mL, 0.08 mmol) in the same volumes of
dry DMF. The crude lipopeptide was purified by reversed-phase
HPLC (Vydac C4 colum at a flow rate of 1 mL min�1, 214 nm) with a
gradient of 30–100 % acetonitrile in water over 40 min. Lipopeptide
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16 : Rt = 33.2 min; yield: 2.5 mg, 3.7 % (95 % purity) ; ESI-MS m/z :
calcd for C97H162N16O30: 2030 [M+H]+ , found: 2029.8 [M+H]+ ,
1618.3 [M�CholOCO]+ , 1311.7 [tenascin+H]+ ;.


Formulation materials : Dioleoylphosphatidylethanolamine (DOPE)
was purchased from Avanti Polar Lipids (Alabaster, AL, USA). Plas-
mid DNA nis-pCMV b-galactosidase was produced by Bayou Bio-
labs (Harahan, LA, USA). DC-Chol, CDAN and Mu peptide were syn-
thesised in our laboratory.[5] Hepes was purchased from Gibco (Invi-
trogen BV, Netherlands). Glucose was obtained from Sigma Aldrich
(Poole, UK). A Coulter Delta N4 plus 440SX photon correlation
spectrometer (PCS) was used to determine the particle size of the
polyplex formulations.


Preparation of liposomes for transfection : The liposomes con-
tained varying percentages of targeting ligand. The range was a
100-fold increase from 0.05 to 5 mol % targeting compound. The
lipopeptides A and B and their targeted controls were dissolved in
5 % methanol in anhydrous DCM at a concentration of 1 mg mL�1


(0.5 mm solution). DOPE, DC-Chol and CDAN were all dissolved in
anhydrous DCM (10 mg mL�1). The liposomes were made up to a
total volume of 0.5 mL.


Four different sets of liposomes were made for the transfection
studies based on the first and second generation of LMD. The tar-
geted liposomes incorporated lipopeptides 9 and 15 with their
controls :


a) CDAN (50�x mol %), DOPE (50 mol %) and 9 (x mol %)


b) CDAN (50�x mol %), DOPE (50 mol %) and 15 (x mol %)


c) DC-Chol (60�x mol %), DOPE (40 mol %) and 9 (x mol %)


d) DC-Chol (60�x mol %), DOPE (40 mol %) and 15 (x mol %)


A nitric acid-treated 25 mL round-bottom flask was charged with
distilled DCM (500 mL) and either a, b, c or d outlined above. The
flask was swirled gently to ensure thorough mixing of the lipids,
then placed onto the rotary evaporator and the solvent removed
under reduced pressure. The solvent was removed slowly as an
even lipid film was desired to form the liposomes. Once the film
had formed (15 min) the vacuum was increased to full to remove
any traces of methanol or DCM (15 min). The flask was then re-
moved and sterile Hepes buffer (4 mm, pH 7.2, 500 mL) was added
to the flask. The flask was then placed in the sonicator for 3–4 min,
in order for the liposomes to form. All liposomal solutions were
prepared at a concentration of 5 mg mL�1. The pH of the liposomal
suspension was checked by pH Boy (Camlab Ltd. , Cambridgeshire,
UK) and adjusted to pH 7.0�0.1 with concentrated aqueous solu-
tions of HCl and NaOH. The liposomes were extruded 10 � (Ex-
truder, Northern Lipids, Inc. , Vancouver, BC, Canada), passing
through two 0.1 mm polycarbonate filters (Isopore Membrane Fil-
ters, Millipore (UK) Ltd. , Hertfordshire, UK), and the pH was main-
tained at 7. In order to check the size distribution of the liposomes,
10 mL of sample were diluted with Hepes buffer (190 mL) and mea-
sured by PCS. Liposomes were stored under argon at 4 8C.


Preparation of LD (Liposome:DNA): These lipoplexes used a ratio
of 12:1 (w/w), liposomes to DNA. The pDNA containing the b-gal-
actosidase gene (pNGVL1-nt-beta-gal; 7.53 kbp) was stored as
frozen aliquots at �80 8C, at a concentration of 1.2 mg mL�1. The
liposomes were diluted with Hepes buffer (4 mm, pH 7), vortexed,
and then pDNA added to the solution with continuous vortexing
to ensure homogeneous complexation. Sucrose (65 %, w/v) was
then added to the LDs in order for them to be stored at �20 8C.
The size distribution was measured by PCS, similar as for liposomes
alone. Each formulation resulted in evenly distributed complexes


of approximately 250�50 nm. For DC-Chol/DOPE liposomes a
ratio of 12:1 was used. Also, due to the difficult LD formulations,
the maximum incorporation of targeting lipopeptide was 2 %.


Preparation of LMD (Liposome:Mu:DNA):[5] LMD complexes were
formulated in a liposome/mu peptide/pDNA 12:0.6:1 ratio. The
volume of Hepes buffer (4 mm, pH 7) required for the formulation
(68 mL) was split equally between the liposomes and mu peptide.
To the diluted peptide, the DNA was added whilst vortexing, this
was then transferred to the diluted liposomes in small aliquots,
again with continuous vortexing to ensure homogeneous com-
plexation. As described for the LD preparation, sucrose (65 %, w/v)
was added and vortexed. The size distribution was again measured
by PCS. Each formulation produced evenly distributed complexes
of approximately 120�40 nm. Due to the difficult nature of DC-
Chol/DOPE-based liposomes, the formulations were carried out at
12:0.6:1 LMD and stopped at a maximum 2 % incorporation of tar-
geted compound.


General biological testing : Luminescent and colorimetric assays
were performed on a Lucy 1 luminometer (Labtech International,
UK). Commercial kits included a b-Gal Standard Chemiluminescent
Reporter Gene Assay (Roche Diagnostics GmbH, Mannheim, Ger-
many). Foetal calf serum (FCS) was purchased from ICN Biochemi-
cals; bovine serum albumine (BSA), Fibronectin, Crystal Violet and
G418 were acquired from Sigma; PBS, OptiMEM, DMEM, trypsin-
EDTA, SDS, penicillin and streptomycin were bought from Gibco-
BRL (Invitrogen BV, Netherlands). Chicken tenascin C was ordered
from Chemicon, UK. Tissue culture and nontissue culture-treated
plastic ware was purchased from Falcon (Becton Dickinson, UK).


Growth and maintenance of cells : Cells were maintained in
DMEM containing Glutamax supplemented with G418 (1 mg mL�1),
10 % FCS, penicillin (100 UmL�1), and streptomycin (100 UmL�1).
Cells were routinely grown in T-75 or T-150 tissue culture flasks at
37 8C in a 5 % CO2 atmosphere. Once the cells had formed a sub-
confluent monolayer the growth medium was removed by aspira-
tion, the cells washed with phosphate-buffered saline (PBS; 2 � 5–
10 mL) and detached by treatment with trypsin–EDTA (2–5 mL,
0.25 m) at 37 8C for 5 min. If necessary, the flask was tapped gently
to dislodge the cells. The trypsin was neutralised with an equal
volume of media, and the cells appropriately diluted (1:3 and 1:5)
with fresh media.


Competitive cell binding inhibition assay :[20, 21] A solution (50 mL)
of chicken tenascin C protein (20 mg mL�1) and fibronectin
(20 mg mL�1) in PBS was placed in each of the appropriate wells of
the nontissue culture-treated 96-well plate. The plate was left for
16 h at room temperature to allow the protein to bind to the
bottom of the wells. The wells were then washed with PBS (3 �
100 mL) and a solution of BSA in PBS (3 %, w/v) was added to the
wells (100 mL) and placed at 37 8C for 2 h. The wells were washed
again with PBS (2 � 100 mL). DMEM containing 5 � 104 cells (100 mL)
were combined together with either the peptide (20 and 40 mL) or
lipopeptide (2 and 5 mL) and incubated together for 30 min at
37 8C. The concentrations of peptide and lipopeptide were 1 and
0.5 mm, respectively. The peptides were dissolved in PBS to give a
concentration of 1 mm and lipopeptides in 2.5 % DMSO in PBS to
give a concentration of 0.5 mm. The cells and peptide/lipopeptide
were then transferred into the treated wells of the 96-well plate
and incubated at 37 8C for 1–1.5 h (until the control cells had flat-
tened in appearance). The cells were then washed (PBS, 3 �
100 mL), fixed (methanol, 50 mL) and stained (crystal violet, 50 mL).
After air-drying, the cells were solubilised (10 % SDS, 100 mL) and
quantified by measuring the absorbance at 540 nm, A540.
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Transfection studies : The experiments were carried out in tripli-
cate in 48-well tissue culture-treated plates seeded with 5 � 104


cells per well, these were grown until 50 % confluent (12 h) in
DMEM containing 10 % FCS, G418 (1 mg mL�1) and penicillin/strep-
tomycin (5 mL in 500 mL media), and then replaced with OptiMEM
(250 mL). 2 mL of construct (either LD or LMD) was then added to
each well and swirled to ensure even dispersion, then incubated
at 37 8C for either 15 min (LMD) or 4 h (LD). The solution was re-
moved, and the cells were washed with medium (250 mL), the
medium was replaced (250 mL), and the cells were incubated for a
further 24 h. Before the luciferase activity was measured, the cells
were washed (PBS, 500 mL) and harvested with lysis buffer (150 mL).
To ensure the cells were all ruptured, the plates were subjected to
�80 8C for 15 min and then defrosted. The luciferase activity was
measured by using the assay kit from Roche Diagnostics and a lu-
minometer.
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Chemical Synthesis of a Dual Branched Malto-
Decaose: A Potential Substrate for a-Amylases
Iben Damager,[a] Morten T. Jensen,[b, c] Carl E. Olsen,[d] Andreas Blennow,[a]


Birger L. Møller,[a] Birte Svensson,[b, e] and Mohammed S. Motawia*[a]


Introduction


a-Amylases (E.C.3.2.1.1) are widespread in all three domains of
life—eucarya, bacteria and archaea—and play a key role in car-
bohydrate metabolism. a-Amylases are endoglycosidases that
belong to the glycoside hydrolase family 13 of a-retaining gly-
cosidases.[1] They catalyse the hydrolysis of a-(1!4) linkages in
starch and related glucose poly- and oligomers composed of
linear a-(1!4) glucan chains with interspersed a-(1!6)
branch points.[2] An increased knowledge of their cleavage pat-
tern is of primary importance as these polymers are the most
widely used polysaccharides in food and other industries.


a-Amylases hydrolyse a range of differently located glycosi-
dic bonds in polymeric substrates. To orient the scissile bond
within the active site of the enzyme, several glucose residues
of the substrate that flank the bond to be cleaved are accom-
modated at an array of subsites which extend into the binding
cleft from the catalytic site towards the nonreducing and re-
ducing end. Each substrate glucosyl residue can be thought of
as binding to a subsite situated at either side of the catalytic
site. The number of subsites and the location of the cleavage
site with respect to these subsites dictate the substrate cleav-
age pattern, as assessed by the structure of the products.
While such action patterns of a-amylases have been reported
for linear malto-oligosaccharides and short dextrins,[3] the lack
of well-defined, pure branched malto-oligosaccharides have
hindered the investigation of naturally branched substrates.[4–6]


Herein, a strategy is presented for the chemical synthesis of
branched malto-oligosaccharides which have subsequently
been used as substrates for a series of a-amylases from differ-
ent origins.


We have recently reported[7] the practical synthesis of new
phenyl 6–4’-substituted-1-thio-b-maltosides 2–5 (Scheme 1). In
combination, building blocks 2–5 allow the synthesis of linear
and branched malto-oligosaccharides with defined structure


and which are identical to any desired part of an amylose or
amylopectin molecule. Building blocks 2–5 were produced as
phenylthio glycosides because we have previously developed[8]


an efficient and general method based on the use of N-bromo-
succinimide (NBS) for the removal of the thiophenyl protecting
group at the anomeric position to provide a reducing sugar
with all other protecting groups still intact. Further, the use of
thioglycosides offers distinct advantages due to their relative
stability under chemical conditions typically used for manipula-
tion of other protective groups.[9]
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A convergent block strategy for general use in efficient synthesis
of complex a-(1!4)- and a-(1!6)-malto-oligosaccharides is
demonstrated with the first chemical synthesis of a malto-oligo-
saccharide, the decasaccharide 6,6’’’’-bis(a-maltosyl)-maltohexa-
ose, with two branch points. Using this chemically defined
branched oligosaccharide as a substrate, the cleavage pattern of
seven different a-amylases were investigated. a-Amylases from
human saliva, porcine pancreas, barley a-amylase 2 and re-
combinant barley a-amylase 1 all hydrolysed the decasaccharide
selectively. This resulted in a branched hexasaccharide and a


branched tetrasaccharide. a-Amylases from Asperagillus oryzae,
Bacillus licheniformis and Bacillus sp. cleaved the decasacchar-
ide at two distinct sites, either producing two branched pentasac-
charides, or a branched hexasaccharide and a branched tetrasac-
charide. In addition, the enzymes were tested on the single-
branched octasaccharide 6-a-maltosyl-maltohexaose, which was
prepared from 6,6’’’’-bis(a-maltosyl)-maltohexaose by treatment
with malt limit dextrinase. A similar cleavage pattern to that
found for the corresponding linear malto-oligosaccharide sub-
strate was observed.
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In this paper, we demonstrate the versatility of this set of
building blocks in the efficient synthesis of complex a-(1!4)-
and a-(1!6)-malto-oligosaccharides. The availability of these
complex linear and branched oli-
gosaccharides enables us to in-
vestigate the cleavage pattern
obtained with seven different a-
amylases of mammalian, plant,
fungal and bacterial origin.


Results and Discussion


Chemical synthesis of the
branched decasaccharide,
6,6’’’’-bis(a-maltosyl)-malto-
hexaose


The oligosaccharide 6,6’’’’-bis(a-
maltosyl)-maltohexaose (11) was
chosen as a target molecule for
the chemical synthesis of a
malto-oligosaccharide with two
branch points. The decasacchar-
ide 11 consists of ten glucose
units linked by a-(1!4)- or a-
(1!6)-linkages and can be retro-
synthesized as shown in
Scheme 2. These disconnections
are logical, because synthesis of
the required building blocks A–
D and coupling between some
of them (e.g. , A and B) have
been previously accomplish-
ed.[7, 10]


The synthetic pathway for 11
is outlined in Scheme 3. The
construction of the glycosyl


donor 6 with building blocks 2 and 3 (Scheme 1) has been de-
scribed earlier.[4, 10] Coupling of 6 with the thioglycoside build-
ing block acceptor 4 in diethyl ether, by using trimethylsilyl tri-


Scheme 1. Maltose derived building blocks 2–5 and the branched tetrasaccharide glycosyl donor, 6.


Scheme 2. Retrosynthesis of the branched decasaccharide, 6,6’’’’-bis(a-maltosyl)-maltohexaose (11) via four mal-
tose derived building blocks (A–D).
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flate (TMS-triflate) as promoter, produced the branched-
hexasaccharide thioglycoside 7 a, in 52 % yield after chro-
matographic purification. Small amounts (~5 %) of the b-
isomer were removed by chromatography. The 1H NMR
spectrum of 7 a revealed that the signal due to the
anomeric proton of the glucose unit that bears the phe-
nylthio group, H-1b, was overlapped by signals from the
methylene protons of the benzyl groups. The five dou-
blets at d= 5.38 (J1,2 = 3.4 Hz), 5.49 (J1,2 = 3.7 Hz), 5.54
(J1,2 = 3.6 Hz), 5.70 (J1,2 = 4.4 Hz), 5.71 (J1,2 = 3.9 Hz) corre-
spond to the five remaining internal anomeric protons.
The chemical shifts and the characteristic small J1,2 cou-
plings for these anomeric protons demonstrate that the
newly formed glycosidic linkage has the a-configuration
and confirm the stereochemistry of 7 a. Also, the 1H-de-
coupled 13C NMR spectrum of 7 a contains a diagnostic
signal for the anomeric carbon of the glucose unit which
bears the phenylthio group; it resonates at d= 87.2 ppm
due to the b-linkage of the phenylthio group. The five
additional internal anomeric carbons, which resonate at
d= 95.5, 96.4, 96.6, 96.8 and 97.0 ppm, are in good agree-
ment with the a-configuration.[4, 11–13] The phenylthio
group of 7 a was efficiently converted to a free HO group
by the action of the N-bromosuccinimide/acetone/water/
system[8] to provide 7 b, quantitatively. The treatment of
7 b with trichloroacetonitrile in the presence of anhy-
drous potassium carbonate as catalyst[14, 15] afforded an
anomeric mixture of the glycosyl trichloroacetimidate de-
rivative 7 c, which was directly used as the glycosyl donor
in a coupling reaction with the maltose derivative, 5. The
reaction conditions were similar to those used to obtain
7 a, and produced the octasaccharide derivative 8 a, in
53 % yield. 1H and 13C NMR spectra of 8 a confirmed the
a-configuration of the newly formed glycosidic linkage.
The 1H NMR signals arising from seven interglycosidic
anomeric protons were observed as seven doublets reso-
nating at d= 5.40 (J1,2 = 3.7 Hz), 5.43 (J1,2 = 3.4 Hz), 5.47
(J1,2 = 3.7 Hz), 5.62 (J1,2 = 3.4 Hz), 5.65 (J1,2 = 3.4 Hz), 5.69
(J1,2 = 3.6 Hz) and 5.71 (J1,2 = 3.2 Hz) ppm. As observed for
7 a, the signal due to the anomeric proton of the glucose
unit which bears the phenylthio group, H-1b, was overlap-
ped by signals from the methylene protons of the benzyl
ether protecting groups. The 13C NMR signals arising from
the corresponding seven interglycosidic anomeric car-
bons were found to resonate at d= 95.1, 95.9, 96.4, 96.6,
97.0, 97.0 and 97.9 ppm, while the diagnostic signal for
the anomeric carbon of the glucose unit that bears the
phenylthio group resonated at d= 87.1 ppm due to the
b-linkage of the phenylthio group. Quantitative metha-
nolysis of the biphenyl carboxylate protecting group of
the branched octasaccharide derivative 8 a, was achieved
by treatment with methanolic methoxide in dry toluene/
methanol (1:1 v/v) to give the desired phenyl thioglyco-
side, 8 b. This compound has a free 6-OH group ready for
the introduction of the second a-(1!6)-linkage. Coupling
of 8 b with the glycosyl donor 9[4] by using the same pro-
cedures as described for 7 a and 8 a, produced the pro-


Scheme 3. The synthesis pathway for oligosaccharide 6,6’’’’-bis(a-maltosyl)-malto-
hexaose (11). Reagents: a) Trimethylsilyl triflate (TMS-Triflate), Et2O, 4 � molecular
sieves (MS, activated powder), under Ar, RT, 1.5 h, 52 %; b) NBS, acetone/water, RT,
5 min, 94 %; c) CCl3CN, K2CO3 anhydrous, THF, 4 � MS (activated powder), under Ar,
RT, 1 h, quantitative; d) TMS-triflate, Et2O, 4 � MS (activated powder), under Ar, RT,
1.5 h, 53 %; e) 33 % MeONa in MeOH, dry MeOH-toluene, RT, 24 h, 93 %; f) 10 % Pd-C,
THF/EtOH/H2O, under H2 atmosphere, RT, five days, 78 %.
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tected branched decasaccharide thioglycoside 10 a, in
64 % yield. The coupling resulted in the expected a-
(1!6)-linkage as verified by 1H and 13C NMR spectros-
copy. In the 1H NMR spectrum of 10 a, seven doublets
at d= 5.31 (J1,2 = 3.2 Hz), 5.40 (J1,2 = 3.2 Hz), 5.46 (J1,2 =


3.1 Hz), 5.57 (J1,2 = 3.1 Hz), 5.63 (J1,2 = 3.6 Hz), 5.65
(J1,2 = 3.5 Hz), 5.69 (J1,2 = 3.1 Hz) ppm and a broad trip-
let at d= 5.71 ppm which contained two protons, re-
flect the nine internal anomeric protons. As observed
in compounds 7 a and 8 a, H-1b is overlapped by the
signals from the methylene protons of the benzyl
ether protecting groups. In the 13C NMR spectrum, a
signal at d= 87.9 ppm reflects the anomeric carbon
of the glucose unit that bears the phenylthio group,
and the nine signals at d= 95.1, 95.8, 96.3, 96.5, 96.6,
96.8, 96.8, 97.0 and 97.2 ppm reflect the nine internal
anomeric carbons. The phenylthio group of 10 a, was
efficiently converted into a free HO group by the
action of NBS in aqueous acetone[8] to afford 10 b in
94 % yield after purification by flash chromatography
on silica gel. Catalytic hydrogenolysis of 10 b to
remove the benzyl ether protecting groups was per-
formed under hydrogen in the presence of 10 % Pd/C
in tetrahydrofuran (THF)/MeOH/H2O (6:6:1 v/v) and
gave the branched decasaccharide, 11, in 78 % yield.
The MALDI spectrum as well as the 1H and 13C NMR
spectra of the anomeric region of 11 is shown in
Figure 1. The doublets at d= 4.98 (J1,2 = 3.8 Hz) and
4.99 (J1,2 = 3.7 Hz) ppm (Figure 1 b) were assigned to
the anomeric protons at the branch points. The corre-
sponding anomeric carbons resonate at d= 99.5 ppm
(Figure 1 c). These assignments are consistent with
our previous data for such branched oligosacchar-
ides.[4, 11–13]


Cleavage pattern of the branched decasaccharide,
6,6’’’’-bis(a-maltosyl)-maltohexaose


The decasaccharide 6,6’’’’-bis(a-maltosyl)-maltohexaose (11)
(Schemes 3 and 4) holds three glucose moieties between two
branch points which represents a likely structure for naturally
occurring malto-oligomers. Investigations of this compound as
substrate for a-amylases from human saliva (HSA), porcine
pancreas (PPA), barley isoenzyme 2 (AMY2), recombinant
barley isoenzyme 1 (AMY1), Asperagillus oryzae (TAA), Bacillus
licheniformis (BLA) and Bacillus sp. (BSPA) were performed by
incubating the individual enzymes with 11 for up to 4 h. The
samples were subjected to HPLC and the structures of the
products were elucidated by comparison with known stand-
ards and by mass spectrometry. The cleavage patterns ob-
tained by incubation of 11 with each of the a-amylases are
shown in Scheme 4 a, as derived from the results shown in
Figure 2. All of the a-amylases were able to cleave 11 between
the two branch points. This resulted in the branched hexasac-
charide 12 which eluted at 21 min, and the tetrasaccharide 13
which eluted at 12 min (Figure 2). In the mass-spectrum data
for PPA (Figure 3) the products can be recognised by signals at


989.2 and 665.1 m/z for 12 (M-H) and 13 (M-H), respectively.
An additional signal at 701.1 is observed for 13, which corre-
sponds to the chloride adduct. While PPA, HSA, AMY1 and
AMY2 hydrolysed this specific bond selectively, TAA, BLA and
BSPA additionally cleaved the adjacent bond thus forming the
two pentasaccharides 14 and 15 (Scheme 4 a). These eluted at
17 and 16 min, respectively (Figure 2). In the mass spectrum
data for BLA (Figure 4) the products are recognised by a single
signal with the mass of 827.3 for 14 and 15. The two pentasac-
charides were the minor products of TAA (~10 %) and major
products formed by both BLA (~87 %) and BSPA (~68 %;
Table 1).


Formation of 6-a-maltosyl-maltohexaose from 6,6’’’’-bis(a-
maltosyl)-maltohexaose and cleavage pattern of this single
branched substrate


The single branched octasaccharide 6-a-maltosyl-maltohexaose
(16) was easily obtained by treatment of 11 with limit dextri-


Figure 1. a) ES-MS spectrum of 11; b) 400 MHz 1H NMR spectrum of the anomeric region
of 11 in D2O; c) 100 MHz 13C NMR spectrum of the anomeric region of 11 in D2O.
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nase (LD) which specifically hydrolysed the a-1,6 linkage near
the nonreducing end of the molecule (Scheme 4 b i). The result-
ing octasaccharide, 16, was incubated for up to 24 h with the
seven different a-amylases individually. Separation of products
by HPLC enabled elucidation of their structures by comparison
with known standards and by mass spectrometry. The initial
products were maltotriose, maltotetraose, a branched tetrasac-
charide and a branched pentasaccharide (Scheme 4 b ii). The
branched pentasaccharide was further degraded to glucose
and the branched tetrasaccharide. Maltotetraose was hydro-
lysed to two molecules of maltose. TAA hydrolysed the malto-
triose to glucose and maltose (Scheme 4 b iii), whereas this re-
action proceeded to a �1 % level for the remaining enzymes
within 24 h.


This cleavage pattern of PPA and HSA correlates well with
results of earlier experiments obtained with linear maltohex-
aose as substrate.[16, 17] The results suggests that PPA and HSA


recognise the six glucose units connected by a-1,4
linkages in 16 regardless of the presence of the short
branch at the reducing end. The cleavage pattern of
BLA was investigated earlier by using a series of
linear molecules, CNP-G4 to CNP-G10.[18] The present
degradation of 16 by BLA resembles the pattern re-
sulting from cleavage of CNP-G5 rather than CNP-G6.


In a similar manner, the cleavage pattern obtained
with barley AMY1 was studied by using the linear
substrates PNP-G5 to PNP-G7 and the degradation
pattern compares well to that obtained with PNP-
G5.[19, 20] Interestingly, these results suggest that a
branch at the reducing end of the substrate does not
change the reaction pattern. Presumably the branch
in this part of the substrate, which is situated at a
long distance from the cleavage site, has little impact
on recognition. However, the rates of hydrolysis are
more than an order of magnitude lower for the
branched substrate compared to the linear com-
pound. In a previous study[20] it was shown that the
single branched 6’’’-maltotriosyl-maltohexaose was
degraded by AMY1 from the nonreducing end to
yield 6’’’-maltotriosyl-maltopentaose and glucose
only. In this case AMY1 prefers the branch point posi-
tioned at subsite + 2 and not at subsite �3, which is
the alternative cleavage site at the reducing end. In-
terestingly, AMY1 is forced to bind branches in both
subsite + 2 and �3 when cleaving the decasacchar-
ide.


Conclusion


A block synthetic strategy has been used to chemi-
cally synthesize the first well-defined branched-mal-
todecaose that contains two a-(1!6) branch points
with a defined spacing (Scheme 3). Furthermore, the
cleavage pattern of seven different a-amylases were
investigated by using this dual branched substrate,
6,6’’’’-bis(a-maltosyl)-maltohexaose (11) (Scheme 4).
Interestingly, all seven a-amylases were able to


cleave the substrate. This demonstrates that for all tested en-
zymes a distance of three glucose units between two branch
points enables productive binding to the active site cleft. All
seven enzymes generated a branched hexasaccharide and a
branched tetrasaccharide. The structure of these two oligosac-
charides, unambiguously show that all seven enzymes tested
cleave the same glycosidic bond in 11. We conclude that a-
amylases are in general able to accommodate and cleave mul-
tiply branched oligosaccharides at their active site when the
branch points are separated by as few as four glucose units.
PPA, HSA, AMY1 and AMY2 were highly specific and exclusively
hydrolysed this glycosidic bond. TAA, BLA and BSPA were less
specific as demonstrated by their ability to cleave the decasac-
charide at a second position. This reaction provided two struc-
turally different branched pentasaccharides. The efficiency for
cleavage at this second site in comparison to the first cleavage
site was 10 %, 87 % and 68 % for TAA, BLA and BSPA, respec-


Scheme 4. a) Cleavage pattern of 6,6’’’’-bis(a-maltosyl)-maltohexaose (11) obtained with
human saliva a-amylase (HSA), porcine pancreas a-amylase (PPA), recombinant barley a-
amylase 1 (AMY1), barley a-amylase 2 (AMY2), Aspergillus oryzae a-amylase (TAA), Basillus
sp. a-amylase (BSPA) and Bacillus licheniformis a-amylase (BLA). All of the enzymes cleave
the substrate to give the branched hexasaccharide 12 and the branched tetrasaccharide
13. While HSA, PPA, AMY1 and AMY2 exclusively cleave at this specific linkage, TAA,
BSPA and BLA cleave also at a second linkage to give two different branched pentasac-
charides 14 and 15 (for ratio of cleavage at the different linkages see Table 1). b i) Com-
pound 11 was treated with limit dextrinase to give the octasaccharide 16. b ii) Com-
pound 16 was treated with the individual enzymes and the initial formed products were
maltotriose, maltotetraose, branched tetrasaccharide and branched pentasaccharides.
The maltotetraose was further hydrolysed into two maltose molecules and the branched
pentasaccharide into glucose and branched tetrasaccharide. b iii) TAA and AMY2 were
both able to cleave maltotriose into glucose and maltose.
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tively. The use of the single branched octasaccharide 6-a-mal-
tosyl-maltohexaose (16) as substrate, again demonstrated that
the presence of an a-(1!6) branch point at the reducing end


of the molecule does not significantly change the bond prefer-
ence in comparison to the analogous linear substrates.


With the synthesis strategy and the enzyme assay described,
it is now possible to gain access to desirable partial structures
of glucose polymers which contain a-(1!4)- and a-(1!6) link-
ages and to test these carbohydrates as substrates for starch
degrading enzymes in order to reveal the true nature of the
substrate recognition of these enzymes. The demonstrated var-
iation in cleavage site specificity between the different a-amy-
lases provides new opportunities to obtain a desired product
profile when a specific a-amylase is used for starch degrada-
tion.


Experimental Section


General procedures : Optical rotations were measured with an
optical activity Ltd AA-1000 Polarimeter.


All reactions were monitored by TLC on aluminium sheets coated
with silica gel 60F254 (0.2 mm thickness, Merck, Darmstadt, Germa-
ny). The presence of reactants and products were monitored by
charring with 10 % H2SO4 in MeOH. Column chromatography was
carried out by using silica gel 60, particle size 0.040–0.063 mm,
230–400 mesh ASTM, Merck). Solvent extracts were dried with an-
hydrous MgSO4 unless otherwise specified.


The 1H NMR and 13C NMR spectra were recorded on a Bruker Ad-
vance 400 spectrometer at 400 and 100 MHz, respectively. In water,
dioxane was used as internal reference (dH (dioxane) = 3.75; dC (di-
oxane) = 67.4). In other solvents, dH-values were relative to internal
Me4Si, and dC-values were referenced to the solvent (dC (CDCl3) =
77.0; dC (Me2SO-d6) = 39.4). MALDI-TOF MS spectra were recorded
on a Fisons VG TOFspec E and ESI mass spectra on a Bruker Es-
quire-LC instrument.


Phenyl 2,3,4,6-tetra-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-
tri-O-benzyl-a-d-glucopyranosyl-(1!6)-[2,3,4,6-tetra-O-benzyl-a-
d-glucopyranosyl-(1!4)]-2,3-di-O-benzyl-a-d-glucopyranosyl-
(1!4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-
benzyl-1-thio-b-d-glucopyranoside (7 a): A solution of 4[7] (4.15 g,
4.26 mmol) and 6[4] (8.33 g, 4.20 mmol) in dry diethyl ether
(200 mL) was stirred for 1 h at RT under Ar in the presence of 4 �
molecular sieves (3 g, activated powder). The stirred mixture was
then cooled to �20 8C and a solution of trimethylsilyl trifluorome-
thanesulfonate (160 mL, 0.87 mmol) in dry diethyl ether (20 mL)
was added to it, drop wise. Stirring was continued and the temper-
ature was raised to RT over a period of 1.5 h. After dilution with di-
ethyl ether (150 mL), solid NaHCO3 (5 g) was added and stirring
was continued for 10 min. The reaction mixture was filtered
through a sea-sand pad and a layer of silica gel. The filtrate was
washed successively with saturated aqueous NaHCO3 (3 � 50 mL),
water (3 � 50 mL) and brine (50 mL), dried and evaporated to dry-
ness. The residue was chromatographed on silica gel (210 g) with
diethyl ether/n-pentane (2:3 v/v) as eluent to give 7 a as white
foam (6.11 g, 52 %): [a]23


D =++ 68.98 (c = 1.42, CHCl3) ; 1H NMR (CDCl3):
d= 3.14–4.23 (m, 75 H; skeleton-protons and H-1b), 5.38 (d, J1,2 =
3.4 Hz, 1 H; H-1 internal anomeric branch point), 5.49 (d, J1,2 =
3.7 Hz, 1 H; H-1 internal anomeric), 5.54 (d, J1,2 = 3.6 Hz, 1 H; H-1 in-
ternal anomeric), 5.70 (d, 1 H; J1,2 = 4.4 Hz H-1 internal anomeric),
5.71 (d, J1,2 = 3.9 Hz 1 H; H-1 internal anomeric), 6.95–7.61 (m,
100 H; Ar-H); 13C NMR (CDCl3): d= 87.2 (C-1), 95.5, 96.4, 96.6, 96.8,
97.0 (five internal anomeric C), 126.3–138.9 (C-arom, SPh and


Figure 2. a) Chromatogram of the starting material 6,6’’’’-bis(a-maltosyl)-mal-
tohexaose (11). The branched decasaccharide appears in the chromatogram
as two distinct peaks that elute at 31 and 35 min; these correspond to
either different folds of the substrate or a noncovalent dimer formed from
the monomer.[24] b)–e) Chromatograms of cleavage patterns obtained with
HSA, PPA, AMY1 and AMY2, respectively, showing specific cleavage of one
linkage which results in the formation of the branched hexasaccharide 12
(elutes at 21 min) and the branched tetrasaccharide 13 (elutes at 12 min).
e) Formation of isomaltose and maltose which elute at 5 min and 7 min, re-
spectively, is apparent and according to further degradation of the initially
formed saccharides. f) TAA exhibits preferential cleavage at one specific site
which results in compound 12 and 13. In addition, the two pentasaccharides
14 and 15 are formed as minor products (~10 %) and elute at 17 and
16 min, respectively. g) and h) BSPA and BLA, cleave 11 to mainly give 14
and 15 (~87 % and ~68 %, respectively) and to a lesser extent 12 and 13
(~13 % and ~32 %, respectively). i) Standards of linear saccharides (G1–G7)
and branched saccharides. The linear saccharides were from Sigma. Isomal-
tose, isopanose, panose and 6’’-a-glucosyl-maltotriose were from Carlsberg
Laboratory. The branched tetrasaccharide was obtained from the hemiacetal
of compound 6 : first the phenylthio group was replaced with free OH group
followed by hydrogenolysis by using the methods described for 7 b and 11.
The branched pentasaccharide[4] and the branched hexasaccharide were ob-
tained as described previously.[24]
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PhCH2); MALDI-TOF-MS calcd for C175H180O30S [M+Na]+ : 2818.4;
found: 2818.7.


2,3,4,6-Tetra-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a-d-glucopyranosyl-(1!6)-[2,3,4,6-tetra-O-benzyl-a-d-
glucopyranosyl-(1!4)]-2,3-di-O-benzyl-a-d-glucopyranosyl-(1!
4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a,b-d-glucopyranose (7 b): Acetone/water (9:1 v/v, 150 mL)
was added to a solution of 7 a (6.0 g, 2.15 mmol) in acetone
(20 mL). NBS (1.15 g, 6.46 mmol) was added to the solution in one
portion. After 5 min the reaction was quenched by adding solid
NaHCO3 (5 g). The mixture was stirred for 10 min, evaporated in
vacuo at RT and then diluted with EtOAc (150 mL). The organic
phase was washed with water until neutral pH was reached and
then with brine, dried and evaporated to dryness. The residue was
chromatographed on silica gel (90 g) with diethyl ether/n-pentane
(40:60 and 60:40 v/v) as eluent to give 7 b as a colourless syrup
(5.45 g, 94 %) as an a/b mixture (3:2): [a]23


D =++ 82.18 (c = 1.40,
CHCl3) ; 1H NMR (CDCl3) for a-anomer: d= 5.22 (t, J1,2 = 3.2 Hz,


J1,OH = 3.0 Hz, 0.6 H; H-1a), 5.39 (d,
J1,2 = 3.3 Hz, 0.6 H; H-1 internal
anomeric branch point), 5.53 (d,
J1,2 = 3.1 Hz, 0.6 H; H-1 internal
anomeric), 5.58 (d, J1,2 = 3.6 Hz,
0.6 H; H-1 internal anomeric), 5.70
(d, J1,2 = 3.5 Hz, 0.6 H; H-1 internal
anomeric), 5.71 (d, J1,2 = 3.4 Hz,
0.6 H; H-1 internal anomeric). For
b-anomer: d= 5.38 (d, J1,2 = 3.1 Hz,
0.4 H; H-1 internal anomeric
branch point), 5.52 (d, J1,2 = 3.1 Hz,
0.4 H; H-1 internal anomeric), 5.57
(d, J1,2 = 3.4 Hz, 0.4 H; H-1 internal
anomeric), 5.70 (d, 0.4 H; J1,2 =
3.5 Hz, H-1 internal anomeric), 5.71
(d, J1,2 = 3.4 Hz,0.4 H; H-1 internal
anomeric), H-1b was overlapped by
signals from the methylene pro-
tons of the benzyl groups. 13C NMR
(CDCl3) for the a anomer: d= 90.8
(C-1), 95.3, 96.4, 96.4, 96.4, 97.0
(five internal anomeric C), 126.3–
139.0 (C-arom, PhCH2). For the b


anomer: d= 97.4 (C-1), 95.4, 96.6,
96.6, 96.4, 97.0 (five internal
anomeric C), 126.3–139.0 (C-arom,
PhCH2). MALDI-TOF-MS calcd for
C169H176O31 [M+Na]+ : 2726.2;
found: 2727.1.


2,3,4,6-Tetra-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a-d-glucopyranosyl-(1!
6)-[2,3,4,6-tetra-O-benzyl-a-d-glu-
copyranosyl-(1!4)]-2,3-di-O-
benzyl-a-d-glucopyranosyl-(1!
4)-2,3,6-tri-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a,b-d-glucopyranosyl tri-
chloroacetimidate (7 c): A solution
of 7 b (5.20 g, 1.92 mmol) in dry
CH2Cl2 (50 mL) was stirred vigo-
rously with trichloroacetonitrile
(6 mL) and K2CO3 (3 g) for 18 h at


RT under N2. The mixture was filtered through a sea-sand pad and
a layer of silica gel. The filtrate was evaporated to dryness to give
7 c as a colourless syrup (5.48 g, quantitative) as an a/b mixture
(1:1), which was used directly for the next step without further pu-
rification. 1H NMR (CDCl3): d= 8.69 (s, 0.5 H; NHb), 8.59 (s, 0.5 H;
NHa), 7.30–6.95 (m, 95 H; Ar-H), 6.54 (d, J1,2 = 3.2 Hz, 0.5 H; H-1a),
5.90 (d, J1,2 = 7.1 Hz, 0.5 H; H-1b), 5.71–5.37 (m, 5 H; 5 H-1 internal
anomeric), 5.02–3.12 (m, 80 H; skeleton-protons), 13C NMR (CDCl3):
d= 161.4 (C = NHa), 161.0 (C = NHb), 139.0–126.3 (C-arom, PhCH2),
98.1 (C-1b), 97.0, 97.0, 96.6, 96.6, 96.5, 96.5, 96.4, 96.4, 95.5, 95.3 (in-
ternal anomeric C), 94.1 (C-1a), 91.3 (CCl3,a), 91.0 (CCl3,b).


Phenyl 2,3,4,6-tetra-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-
tri-O-benzyl-a-d-glucopyranosyl-(1!6)-[2,3,4,6-tetra-O-benzyl-a-
dglucopyranosyl-(1!4)]-2,3-di-O-benzyl-a-d-glucopyranosyl-
(1!4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-2,3-di-O-benzyl-6-O-(p-phenylbenzoyl)-1-thio-b-
d-glucopyranoside (8 a): The same procedure was used as de-


Figure 3. Products obtained after incubation of 6,6’’’’-bis(a-maltosyl)-maltohexaose (11) with PPA for 1 h as detect-
ed by LC-MS (ESI, negative mode). a) Total ion current. b) Extracted ion chromatogram. The signal at 10.6 min has
a mass of 989.2 which corresponds to a hexasaccharide ([M-H]� ; see Figure 3 d). c) Extracted ion chromatogram.
The component at 7.9 min shows two signals at 665.1 and 701.1 which corresponds to a tetrasaccharide that is
[M-H]� and [M + Cl]� , respectively (see Figure 3 e).


1230 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1224 – 1233


M. S. Motawia et al.



www.chembiochem.org





scribed for 7 a but using 7 c (5.48 g, 1.92 mmol) and 5[7] (2.05 g,
1.92 mmol) in dry diethyl ether (150 mL), 4 � molecular sieves (3 g,
activated powder) and trimethylsilyl trifluoromethanesulfonate
(53 mL, 0.29 mmol). The residue was chromatographed on a re-
versed phase silica gel (28 g) by using MeOH/CH3CN (4:1 v/v). This
product was further purified on silica gel (180 g) with 30–50 % di-


ethyl ether in n-pentane as eluent
to provide pure 8 a as a white
foam (3.82 g, 53 %): [a]22


D =++ 63.78
(c = 0.73, CHCl3). 1H NMR (CDCl3):
d= 8.11–6.90 (m, 134 H; Ar-H), 5.71
(d, J1,2 = 3.2 Hz, 1 H; H-1 internal
anomeric), 5.69 (d, J1,2 = 3.6 Hz, 1 H;
H-1 internal anomeric), 5.65 (d,
J1,2 = 3.4 Hz, 1 H; H-1 internal
anomeric), 5.62 (d, J1,2 = 3.4 Hz 1 H;
H-1 internal anomeric), 5.47 (d,
J1,2 = 3.7 Hz, 1 H; H-1 internal
anomeric), 5.43 (d, J1,2 = 3.4 Hz, 1 H;
H-1 internal anomeric branch
point), 5.40 (d, J1,2 = 3.7 Hz, 1 H; H-
1 internal anomeric branch point).
H-1b was overlapped by the signals
from the methylene protons of the
benzyl groups. 13C NMR (CDCl3):
d= 87.1 (C-1), 95.1, 95.9, 96.4, 96.6,
97.0, 97.0, 97.9 (seven internal
anomeric C), 126.2–145.7 (C-arom,
biphenyl, SPh and PhCH2), 165.7
(CO-PhPh). MALDI-TOF-MS calcd
for C235H238O41S [M+Na]+ : 3773.5;
found: 3777.8.


Phenyl 2,3,4,6-tetra-O-benzyl-a-
d-glucopyranosyl-(1!4)-2,3,6-tri-
O-benzyl-a-d-glucopyranosyl-(1!
6)-[2,3,4,6-tetra-O-benzyl-a-d-glu-
copyranosyl-(1!4)]-2,3,-di-O-
benzyl-a-d-glucopyranosyl-(1!
4)-2,3,6-tri-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a-d-glucopyranosyl-(1!
4)-2,3,6-tri-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-2,3-di-O-benzyl-
1-thio-b-d-glucopyranoside (8 b):
NaOMe (3 mL, 30 % in MeOH) was
added to a stirring solution of 8 a
(2.85 g, 0.76 mmol) in dry MeOH/
toluene (100 mL, 1:1 v/v) at RT. Stir-
ring was continued for 24 h at RT
and the mixture was neutralized
by addition of Dowex 50W-X8 (H+


form, 200–400 mesh, prewashed
with EtOH) resin. The resin was fil-
tered off and washed with toluene
(4 � 50 mL). The residue obtained
upon evaporation of the combined
filtrates was coevaporated with tol-
uene (3 � 50 mL) and purified by
flash chromatography on silica gel
(80 g) with 40–60 % diethyl ether
in n-pentane as eluent to give
pure 8 b as a colourless syrup
(2.50 g, 93 %): [a]23


D =++ 74.08 (c =
0.96, CHCl3). 1H NMR (CDCl3): d= 7.60–6.91(m, 125 H; Ar-H), 5.71 (d,
J1,2 = 3.5 Hz, 1 H; H-1 internal anomeric), 5.69 (d, J1,2 = 3.4 Hz, 1 H; H-
1 internal anomeric), 5.66 (d, J1,2 = 3.6 Hz, 1 H; H-1 internal anome-
ric), 5.62 (d, J1,2 = 3.1 Hz 1 H; H-1 internal anomeric), 5.59 (d, J1,2 =
3.6 Hz, 1 H; H-1 internal anomeric), 5.54 (d, J1,2 = 3.5 Hz, 1 H; H-1 in-
ternal anomeric), 5.40 (d, J1,2 = 3.4 Hz, 1 H; H-1 internal anomeric


Figure 4. Products obtained after incubation of 6,6’’’’-bis(a-maltosyl)-maltohexaose (11) with BLA for 1 h as detect-
ed by LC-MS (ESI, negative mode). a) Total ion current. b) Extracted ion chromatogram. The signal at 10.5 min has
a mass of 929.2 which corresponds to a hexasaccharide ([M-H]� ; see Figure 4 e). c) Extracted ion chromatogram.
The signal at 9.1 min has a mass of 827.2 which corresponds to a pentasaccharide ([M-H]�) and a minor signal
with a mass of 863.2 which corresponds to [M + Cl]� (see Figure 4 f). d) Extracted ion chromatogram. The signal at
7.9 min shows two signals at 665.1 and 701.1 (see Figure 4 g) which corresponds to a tetrasaccharide that is [M-
H]� and [M + Cl]� , respectively. The signal at 9.1 min is a trace of the pentasaccharides.


ChemBioChem 2005, 6, 1224 – 1233 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1231


Chemical Synthesis of a Dual Branched Malto-Decaose



www.chembiochem.org





branch point). H-1b was overlapped by the signals from the meth-
ylene protons of the benzyl groups. 13C NMR (CDCl3): d= 87.5 (C-1),
95.2, 95.9, 96.4, 96.6, 96.9, 97.0, 97.0 (seven internal anomeric C),
126.3–139.0 (C-arom, SPh and PhCH2); MALDI-TOF-MS calcd for
C222H230O40S [M+Na]+ : 3593.3; found: 3597.0.


Phenyl 2,3,4,6-tetra-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-
tri-O-benzyl-a-d-glucopyranosyl-(1!6)-[2,3,4,6-tetra-O-benzyl-a-
d-glucopyranosyl)-(1!4)]-2,3-di-O-benzyl-a-d-glucopyranosyl-
(1!4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-
benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-benzyl-a-d-gluco-
pyranosyl-(1!4)-[2,3,4,6-tetra-O-benzyl-a-d-glucopyranosyl-(1!
4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!6)]-2,3-di-O-benzyl-
1-thio-b-d-glucopyranoside (10 a): The same procedure was used
as described for 7 a but using 8 b (2.2 g, 0.62 mmol) and 9[10]


(0.83 g, 0.74 mmol) in dry diethyl ether (80 mL), 4 � molecular
sieves (1 g, activated powder) and trimethylsilyl trifluoromethane-
sulfonate (20.1 mL, 0.11 mmol). The residue was chromatographed
on a reversed phase silica gel (28 g) by using MeOH-CH3CN (4:1 v/
v). This product was purified on silica gel (80 g) with 30–50 % di-
ethyl ether in n-pentane as eluent to give pure 10 a as a white
gum (1.78 g, 64 %): [a]22


D =++ 52.88 (c = 0.97, CHCl3). 1H NMR (CDCl3):
d= 7.56–6.89 (m, 160 H; Ar-H), 5.71 (br t, 2 H; H-1 internal anome-
ric), 5.69 (d, J1,2 = 3.1 Hz,1 H; H-1 internal anomeric), 5.65 (d, J1,2 =
3.5 Hz, 1 H; H-1 internal anomeric), 5.63 (d, J1,2 = 3.6 Hz 1 H; H-1 in-
ternal anomeric), 5.57 (d, J1,2 = 3.1 Hz, 1 H; H-1 internal anomeric),
5.46 (d, J1,2 = 3.1 Hz, 1 H; H-1 internal anomeric), 5.40 (d, J1,2 =
3.2 Hz, 1 H; H-1 internal anomeric branch point), 5.31 (d, J1,2 =
3.2 Hz, 1 H; H-1 internal anomeric branch point). H-1b was overlap-
ped by signals from the methylene protons of the benzyl groups.
13C NMR (CDCl3): d= 87.9 (C-1), 95.1, 95.8, 96.3, 96.5, 96.6, 96.8,
96.8, 97.0, 97.2 (nine internal anomeric C), 125.2–139.0 (C-arom,
SPh and PhCH2). MALDI-TOF-MS calcd for C283H292O50S [M+Na]+ :
4548.5; found: 4552.6.


2,3,4,6-Tetra-O-benzyl-a-d-glucopyranosyl-(1!4)-
2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!6)-[2,3,4,6-
tetra-O-benzyl-a-d-glucopyranosyl-(1!4)]-2,3,-di-O-
benzyl-a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-benzyl-
a-d-glucopyranosyl-(1!4)-2,3,6-tri-O-benzyl-a-d-glu-
copyranosyl-(1!4)-2,3,6-tri-O-benzyl-a-d-glucopyra-
nosyl-(1!4)-[2,3,4,6-tetra-O-benzyl-a-d-glucopyrano-
syl-(1!4)-2,3,6-tri-O-benzyl-a-d-glucopyranosyl-(1!
6)]-2,3-di-O-benzyl-a,b-d-glucopyranose (10 b): The
same procedure was used as described for 7 b but
using acetone/water (9:1 v/v, 15 mL), 10 a (1.6 g,
0.35 mmol) in acetone (5 mL) and NBS (0.19 g,
1.07 mmol). The residue was chromatographed on
silica gel (80 g) with 20–30 % EtOAc in n-pentane as
eluent to give 10 b as a colourless syrup (1.48 g, 94 %)
as an a/b mixture (3:4): [a]23


D =++ 80.28 (c = 1.13, CHCl3).
1H NMR (CDCl3): d= 7.28–6.89 (m, 155 H; Ar-H), 5.73 (d,
J1,2 = 3.2 Hz, 0.5 H; H-1 internal anomeric), 5.71 (d, J1,2 =
3.9 Hz, 1 H; H-1 internal anomeric), 5.70 (d, J1,2 = 3.9 Hz,
1 H; H-1 internal anomeric) 5.68 (d, J1,2 = 3.5 Hz, 1 H; H-1
internal anomeric), 5.65 (d, J1,2 = 3.0 Hz 1 H; H-1 internal
anomeric), 5.64 (d, J1,2 = 3.0 Hz, 0.5 H; H-1 internal
anomeric), 5.62 (d, J1,2 = 3.7 Hz, 1 H; H-1 internal anome-
ric), 5.61 (d, J1,2 = 4.0 Hz, 0.5 H H-1 internal anomeric),
5.59 (d, J1,2 = 3.5 Hz, 0.5 H; H-1 internal anomeric), 5.49
(d, J1,2 = 3.3 Hz, 0.5 H; H-1 internal anomeric branch
point), 5.44 (d, J1,2 = 3.5 Hz, 0.5 H; H-1 internal anome-
ric-branch point), 5.39 (d, J1,2 = 3.5 Hz, 1 H; H-1 internal


anomeric branch point), 5.13 (t, J1,2 = 3.0 Hz, J1,OH = 2.8 Hz, 0.5 H; H-
1a). 0.5 H-1b was overlapped by signals from the methylene pro-
tons of the benzyl groups. 13C NMR (CDCl3): d= 139.1–125.1 (C-Ar,
PhCH2), 97.2 (C-1b), 97.1, 97.1, 97.1, 97.0, 97.0, 96.6, 96.6, 96.6, 96.4,
96.4, 96.4, 96.4, 96.1, 95.9, 95.9, 95.8, 95.8, 95.1 (18 internal anome-
ric C, a, b-anomeric mixture), 90.6 (C-1a).


a-d-Glucopyranosyl-(1!4)-a-d-glucopyranosyl-(1!6)-[a-d-glu-
copyranosyl-(1!4)]-a-d-glucopyranosyl-(1!4)-a-d-glucopyrano-
syl-(1!4)-a-d-glucopyranosyl-(1!4)-a-d-glucopyranosyl-(1!4)-
[a-d-glucopyranosyl-(1!4)-a-d-glucopyranosyl-(1!6)]-a,b-d-
glucopyranose (11): 10 % Pd/C (500 mg) was added to a solution
of 10 b (940 mg, 0.212 mmol) in THF/EtOH/H2O (45 mL, 1:1:1 v/v)
and the reaction mixture was stirred under hydrogen (1 atm) for
five days at RT. The catalyst was removed by filtration on a layer of
silica gel and the filtrate was concentrated to dryness. The residue
was chromatographed on silica gel (85 g) with H2O/EtOH (10–
30:90–70 v/v) as eluent and precipitated from EtOH to give 11
(270.3 mg, 78 %): [a]29


D: + 89.88 (c = 0.334, H2O). 1H NMR (D2O): d=


5.41–5.30 (m, 7 H; H-1 internal anomeric), 5.21 (d, J1,2 = 3.6 Hz,
0.35 H; H-1a), 4.98–4.96 (m, 2 H; H-1 internal anomeric branch
point), 4.65 (d, J1,2 = 7.9 Hz, 0.47 H; H-1b). 13C NMR (D2O): d= 100.8,
100.8, 100.8, 100.8, 100.8, 100.8, 100.6, 100.6, 100.6, 100.6, 100.4,
100.4, 100.4, 100.4 (14 � C1a,b internal anomeric), 99.4, 99.4, 99.4,
99.4 (4 � C1a,b internal anomeric branch points), 96.6 (C1b), 92.7
(C1b), 68.2, 68.2, 68.0, 68.0 (4 � C, C-6, a,b-anomer branch points),
61.4, 61.4, 61.4, 61.4, 61.3, 61.3, 61.3, 61.3, 61.3, 61.3, 61.2, 61.2,
61.2, 61.2, 61.2, 61.2 (12 � C6, a/b anomer). MALDI-TOF-MS calcd
for C60H102O51 [M+Na]+ : 1662.4; found: 1664.3. ES-MS: 1661.7
[M+Na]+ .
Enzymatic hydrolysis of the branched decasaccharide 6,6’’’’-
bis(a-maltosyl)-maltohexaose : Reaction mixtures (50 mL) contain-
ing 11 (0.1 mm) and enzyme were incubated for up to 4 h (HSA
(0.03 mg mL�1), PPA (0.02 mg mL�1), BLA (0.11 mg mL�1) and BSPA
(0.04 mg mL�1) in piperazine-1,4-bis(2-ethanesulfonic acid) buffer
(PIPES buffer; 20 mm, 20 mm CaCl2, pH 6.9); AMY1 (0.08 mg mL�1),


Table 1. Products formed [%] from cleavage of 6,6’’’’-bis(a-maltosyl)-maltohexaose (11)
by different a-amylases.


HSA 100 –
PPA 100 –
AMY1 100 –
AMY2 100 –
TAA 90 10
BLA 13 87
BSPA 32 68
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AMY2 (0.21 mg mL�1) and TAA (0.03 mg mL�1) in sodium acetate
buffer (20 mm, 20 mm CaCl2, pH 5.5)). The reactions were stopped
by the addition of HCl (2 mL, 1 n) and then neutralised by NaOH
(1 mL, 1 n). AMY1 was prepared as described.[21] AMY2 was purified
from malt as described.[22] HSA, PPA and TAA were from Sigma.
BLA and BSPA were from Novo Nordisk. Enzyme concentration was
given from the supplier or determined by amino-acid analysis on
protein hydrolysates as described.[20]


Formation of the branched octasaccharide 6-a-maltosyl-malto-
hexaose and degradation : Reaction mixtures (50 mL) containing
11 (0.1 mm) and limit dextrinase (2 mm) in sodium acetate buffer
(20 mm, pH 6.9) were incubated at 37 8C for 10 min. Limit dextri-
nase was purified from malt essentially as described.[23] a-Amylase
was added and the reactions were incubated for up to 4 h (HSA
(0.03 mg mL�1), PPA (0.02 mg mL�1), BLA (0.11 mg mL�1) and BSPA
(0.04 mg mL�1) in PIPES buffer (20 mm, 20 mm CaCl2, pH 6.9) ; AMY1
(0.08 mg mL�1), AMY2 (0.21 mg mL�1) and TAA (0.03 mg mL�1) in
sodium acetate buffer (20 mm, 20 mm CaCl2, pH 6.9)). The reactions
were stopped by HCl addition (2 mL, 1 n) and then neutralised by
NaOH (1 mL, 1 n).


High-performance anion-exchange chromatography/pulsed am-
perometric (HPAE/PAD): Samples were subjected to HPAE by
using a Dionex DX 500 system equipped with a GP40 pump and
an ED40 pulse amperometric detection (PAD) system equipped
with a CarboPackTM PA-100 column (4 � 250 mm). Aliquots (40 mL)
were injected with an S-3500 auto-sampler and the oligosacchar-
ides were separated (flow-rate 1 mL � min�1) by using isocratic
NaOH (150 mm) and a linear gradient profile of NaOAc (0–200 mm ;
0–60 min).


Liquid chromatography-mass spectrometry (LC-MS): LC-MS was
performed on a HP1100 LC coupled to a Bruker Esquire-LC ion trap
mass spectrometer. Normal phase conditions were used with a “CC
125/3 Nucleosil 100–3 NH2” column (Macherey-Nagel, Easton, PA,
US). The flow rate was 0.3 mL min�1 and a linear gradient of 65–
50 % acetonitrile in water was used. The mass spectrometer was
run in negative mode.
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Introduction


Flavonoids are an important class of polyphenolic metabolites
in plants whose abundance in various vegetables, fruits, spices,
and mushrooms, as well as in beverages such as wine and tea,
make them important components of the human diet.[1] Many
flavonoids are considered to be efficient antioxidants, that is,
compounds able to protect biomolecules from oxidative deg-
radation, in particular through the quenching of reactive
oxygen species (ROS).[2] Several epidemiological studies pro-
vide support for the protective effect of the consumption of
flavonoid-rich products against cancer, heart disease, and
stroke.[3] However, several in vitro studies have demonstrated
that, in the presence of transition metals, many flavonoids
(quercetin, catechin, mirycetin, epicatechin) can also display
pro-oxidant effects on biological targets.[4] These deleterious
effects might arise from the formation of reactive aryloxyl radi-
cals that are able to i) reduce dioxygen to a superoxide radical,
ii) reduce transition metals,[5] iii) initiate peroxidative chain reac-
tions,[6] and iv) lead to electrophilic species that may covalently
modify biomolecules.[7] The biological and pharmaceutical im-
plications of these properties are important, as illustrated by
the in vitro characterization of the mutagenic effect of some
flavonoids resulting from these pro-oxidative effects.[8] As a
consequence, the inactivation of transition metal-induced pro-
oxidant activity could afford essential benefits when using fla-
vonoids or any other ROS-scavenging agent.[9]


The observation of such dual activities for one compound
underlines the importance of considering different sources of
oxidative stress for the selection of an antioxidant candidate.
The best strategy of rapidly identifying a promising compound
would be to assess the potential for broad protection by
screening libraries for putative antioxidants.


We have recently described a new high-throughput-screen-
ing method for selecting powerful antiradiation compounds
that allowed the exceptional in vitro radioprotective properties


of norbadione A, a mushroom pigment, to be characterized.[10]


In this work, the same strategy was applied to screen a library
for protective properties under three types of oxidative condi-
tions. From the results of these screenings, we shall discuss the
pro-oxidant effects of flavonols, flavones, norbadione A, and
pulvinic acid derivatives on biological targets, such as DNA.


Results


Validation of the analytical tool


The screening procedure is based on the degradation of thy-
midine (dThd) by oxidative stress under aerobic conditions.
The unmodified thymidine remaining after this degradation
step is quantified by a competitive enzyme immunoassay (EIA)
by using a specific antithymidine antibody. In addition to the
previously described protocol, that is, g irradiation with a 137Cs
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A recently reported high-throughput screening strategy has been
applied to the rapid selection of new water-soluble antioxidants
that display strong protective activities. Based on a competitive
immunoassay, a triple-screening procedure was used to evaluate
the ability of different compounds to protect thymidine under dif-


ferent oxidative stresses. The pro-oxidant effect of norbadione A
in the presence of iron was observed, while some pulvinic acid
derivatives proved strongly protective during g radiolysis, UV irra-
diation, and Fenton-like oxidation.
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source (135 min at 2.5 Gy min�1),[10] two other oxidative condi-
tions (UV irradiation or the presence of Fe2+) were studied in a
96-well microtiter plate format in the presence of hydrogen
peroxide. We first determined the optimal conditions required
for the degradation of thymidine under the different oxidative
stresses. 98 % of the thymidine (70 mm) was destroyed by the
UV irradiation at 254 nm (1.75 J cm�2) of a hydrogen peroxide
solution (5 mm) buffered at physiological pH. On using a
Fenton-like system, thymidine (70 mm) was oxidized in the
presence of Fe2 +/EDTA (1:1, 700 mm) and hydrogen peroxide
(70 mm) for 20 minutes and reached a similar level of degrada-
tion (�92 %).


As previously observed for g irradiation, Fenton-like oxida-
tion or UV irradiation of thymidine led to the production of
various oxidized compounds (Figure 1). The three chromato-
grams exhibited quite different patterns; this reflects the differ-
ent degradation pathways of the target. The g and UV irradia-
tions mainly led to many UV-active products of low polarity
and probably deriving from the oxidation of the thymine base.
On the other hand, for Fenton-like oxidation, we observed a
majority of very polar compounds, which might be smaller
fragments resulting from a higher degradation of thymidine.
The implication of different oxidative species within the three
assays will be discussed below. For each experimental condi-
tion, the resulting mixture of compounds was resolved by
HPLC, and the fractions were analyzed by EIA. This experiment
demonstrated the specificity of the antithymidine antibody,
since none of the fractions, except those corresponding to the
intact target, was detected by immunoassay (Figure 1).


As a model, the effect of the well-known antioxidant Trolox
was first evaluated under the three selected degradation con-
ditions (Figure 2). The results, expressed as a percentage of
thymidine protection, presented a good precision and repro-
ducibility (for protection >30 %, the coefficients of variation
were <15 %).


As expected, protection efficiencies were related to the con-
centration of Trolox, reaching a recovery of thymidine >90 %
for each oxidative condition. It should be underlined that the
efficiency of Trolox at a single dose cannot be compared on
the three different assays due to the differences between the
experimental conditions (concentration of thymidine, nature,
concentration, and formation kinetics of ROS). Nevertheless, in-
terassay comparisons are possible considering a given set of
compounds showing different protective hierarchies on using
the three assays. In such a case, the screening results would
provide, within the family, a rapid readout of the protective
potency of each compound as a function of the oxidative
stress.


Stress-dependent protective effect of polyphenols


The screening strategy was applied to the study of a small li-
brary of particular interest containing 16 flavonols, five fla-
vones, and five norbadione A and pulvinic acid derivatives
(Tables 1, 2, 3, and 4, Scheme 1).[11]


Each compound was assayed three times at a single concen-
tration, either 50 mm for g radiolysis or 100 mm for UV irradia-


tion and Fenton-like conditions. In order to confirm our obser-
vations and evaluate the pro/antioxidant properties of some
selected compounds, especially norbadione A and the pulvinic
acids, the protection of supercoiled plasmid-DNA was also in-
vestigated by using gel electrophoresis as the revealing
method.


These experiments clearly showed high discrepancies for the
protective effects exerted by the tested polyphenols, depend-
ing on the nature of the oxidative stress.


Figure 1. Validation of the screening assay. HPLC chromatography of thymi-
dine submitted to oxidative stress. A) [dThd] = 15 mm under g rays: 135 min
at 2.5 Gy min�1; B) [dThd] = 70 mm under UV/H2O2: 254 nm, 1.75 J cm�2,
[H2O2] = 5 mm ; C) [dThd] = 70 mm under Fenton stress: Fe2 +/EDTA/H2O2


(1:1:100) 700 mm. HPLC was conducted by using a C18 analytical column
(250 � 4 mm, particle 5 mm, 30 8C, gradient elution from water to water/
methanol (3:7), flow rate = 1 mL min�1). The concentrations of the remaining
thymidine were: A) UV detection (267 nm): 1.16�0.02 mm (92.3 % degrada-
tion), EIA detection: 1.20�0.01 mm (92.0 % degradation); B) UV detection
(267 nm): 0.31�0.02 mm (99.5 % degradation), EIA detection: 0.44�0.01 mm


(99.4 % degradation); C) UV detection (267 nm): 6.93�0.02 mm (90 % degra-
dation), EIA detection: 3.97�0.01 mm (94.5 % degradation).
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Protective effect of polyphenols during g and UV exposure


The experiments performed under radiative or UV stress exhib-
ited a good correlation, as revealed by the thymidine protec-
tive assays, since the protection hierarchies proved to be
almost identical (Figure 3 A). This certainly results from the sim-
ilarity in the nature of the ROS produced. Indeed, HOC radicals,
generated through the radiolysis of water or by homolytical
cleavage of the oxygen–oxygen bond of H2O2 under UV irradi-
ation,[12] probably correspond to the main species responsible
for the thymidine degradation. As previously discussed,[10] the
protective effects measured by using these two assays are
closely related to the HOC radical-scavenging properties of the
tested compounds.


To check that the previous results were not limited to the
simple thymidine structural features, we evaluated the protec-
tion of DNA during g radiolysis, in the presence of five selected
compounds (quercetin (1), rutin (10), luteolin (17), norbadi-
one A (22) and the pulvinic acid derivative 26). The protection
efficiencies were characterized by the detection of significant
remaining amounts of the supercoiled form of the plasmid
pUC18 while, in the control experiments without antioxidant,
the oxidized DNA migrated in essentially the same way as
linear DNA (Figure 3 B compare lane 3 to lanes 5–24). These re-
sults clearly demonstrated protection of the DNA structure by
the five tested molecules that was associated with their ROS-
scavenging properties.


No important variation was observed for the protective
effect of the different flavonoid structures when using either
the thymidine or the plasmid-DNA assays; this reflects the effi-
cient but close ROS-scavenging properties of these com-
pounds. Nevertheless the data suggest beneficial effects asso-
ciated with i) the hydroxyl group in position 4’ (compare 1 and
13, 8 and 15) ; ii) the hydroxyl group in position 3 (compare 2
and 18) ; iii) the presence of a catechol versus a phenol on
ring B (compare 17 and 18). Interestingly, pulvinic derivatives
24–26 presented antioxidant properties similar to those of nor-
badione A according to the thymidine-protection assay. The


Figure 2. Validation of the screening assay. Protection of thymidine by Tro-
lox. Results are expressed as a percentage of thymidine protection, compar-
ing experiments in the presence or in the absence of the antioxidant. Thymi-
dine in 5 mm phosphate buffer (pH 7.4) was subjected to g irradiation (~),
[dThd] = 15 mm, 340 Gy; UV/H2O2 (&), [dThd] = 70 mm, 254 nm, 1.75 J cm�2,
[H2O2] = 5 mm ; or Fenton system (*), [dThd] = 70 mm, Fe2+/EDTA/H2O2


(1:1:100) 700 mm in the presence of varying amounts of Trolox.


Table 1. Structure of flavonols 1–8.


Position
Compound Name 5 7 8 2’ 3’ 5’


1 quercetin OH OH H H OH H
2 kaempferol OH OH H H H H
3 fisetin H OH H H OH H
4 myricetin OH OH H H OH OH
5 morin OH OH H OH H H
6 gossypin OH OH O-glc[a] H OH H


Table 2. Structure of flavonols 9–12.


Position
Compound Name R 5 7 3’ 5’


9 quercitrin rham[a] OH OH OH H
10 (+)rutin rut[b] OH OH OH H
11 kaempferol-3-glc glc OH OH H H
12 myricitrin glc OH OH OH OH


[a] rham = rhamnose. [b] rut = rutinose.


Table 3. Structure of flavonols 13–16.


Position
Compound Name R 5 7 3’ 5’


13 tamarixetin Me OH OH OH H
14 myrecitine tri-Me ether Me OH OH OMe OMe
15 ombuin Me OH OMe OH H
16 robinetin tri-Me ether Me H OH OMe OMe


Table 4. Structure of flavones 17–21.


Position
Compound Name 5 6 7 8 3’


17 luteolin OH H OH H OH
18 apigenin OH H OH H H
19 apigenin-7-glc OH H O-glc H H
20 6,7-dimethoxy- OH OMe OMe H OH


3’,4’,5-trihydroxyflavone
21 3’,4’,7,8-tetrahydroxyflavone H H OH OH OH
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ROS-scavenging properties of compound 26 were confirmed
in DNA-protection experiments and appeared particularly inter-
esting due to the presence of a single hydroxyl group in the
structure.


Protective effect of polyphe-
nols under Fenton stress


As illustrated in Figure 4, the
results obtained by using the
Fenton-like system are quite dif-
ferent from the previous obser-
vations related to the two other
oxidative stresses. Indeed, large
variations in the protective effi-
ciencies were noticed that were
closely dependent on flavonoid
and pulvinic acids structures.


These important differences
for thymidine-protection hierar-
chies are probably related to the
formation of high-valence iron–
oxo species under Fenton-like
conditions.[13] In this case, effi-
cient trapping agents for such
metallic species, or compounds


that are able to inhibit their formation, could act as potent
protectors. Conversely, some tested molecules could strength-
en the Fenton system and therefore display pro-oxidant be-
havior.


Figure 3. Protective effects of polyphenols under UV and g exposure. A) Screening results for dThd protection assay. Radiative stress: [dThd] = 15 mm, [anti-
oxidant] = 50 mm, 340 Gy; UV stress: [dThd] = 70 mm, [antioxidant] = 100 mm, 254 nm, 1.75 J cm�2, [H2O2] = 5 mm. Experiments were performed in triplicate.
B) DNA protection by flavonoids and pulvinic derivatives under g radiolysis. Supercoiled plasmid pUC18 DNA (lanes 1 and 2) was irradiated at 2.5 Gy min�1 for
30 min. Control linear plasmid DNA, digested by HindIII (lane 4). Oxidations of DNA in the absence (lane 3) or in the presence of four concentrations (500,
250, 125 and 62.5 mm respectively) of antioxidants 1 (lanes 5–8) ; 10 (lanes 9–12); 17 (lanes 13–16) ; 22 (lanes 17–20), and 26 (lanes 21–24). Linear and super-
coiled DNA were separated by agarose gel electrophoresis and stained with ethydium bromide.


Scheme 1. Structures of norbadione A and pulvinic acids.
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Among the assayed compounds, 11 polyphenols proved to
be significantly less efficient for protecting thymidine under
Fenton conditions compared to g- or UV-induced stress (Fig-
ure 4 A). This might correspond to pro-oxidant properties and/
or to weak protective efficiencies towards the oxidative species
produced under Fenton conditions. Such behavior is particular-
ly noteworthy for the flavonol family 1–8.


Among these compounds, quercetin 1, which appears total-
ly inefficient in the present assay, possess well-known metal-in-
itiated pro-oxidant activity.[4c, 6, 14] No general trend for the pro-
tective efficiencies of phenol versus catechol B ring-containing
flavonoids was observed. However, the large difference ob-
served between the catechol B ring-containing luteolin 17 and
apigenin 18 supports the pro-oxidant activity of the latter, pre-
viously reported to result from the formation of a phenoxyl
radical that might co-oxidize biological targets.[15]


The DNA-protection experiments further characterized the
pro-oxidant effects of two of the five selected compounds.
Under Fenton-like oxidative conditions, the presence of quer-
cetin induced a higher degree of plasmid degradation; this re-
flected pro-oxidant behavior (Figure 4 B lanes 5–8 compared to
lane 4). Conversely, rutin and mainly luteolin successfully pro-
tected DNA structure (Figure 4 B lanes 9–12 and 13–16), thus
demonstrating the benefit of the glycosylation or the removal


of the 3-hydroxyl group on quercetin. Nevertheless, the antiox-
idant capacity of rutin in the presence of transition metals has
already been reported.[4b, 6, 14]


The pro-oxidant capacity of norbadione A (Figure 4 B lanes
17–20) was also clearly demonstrated during these experi-
ments, while the pulvinic acid derivative 26 efficiently protects
DNA from degradation (Figure 4 B lanes 21–24). Similar protec-
tion was observed with the monomethoxylated pulvinic deriv-
ative 24 (data not shown).


It is worth noting that the results obtained with plasmid-
DNA as a target are in complete agreement with the screening
data resulting from the high-throughput thymidine assay (Fig-
ures 3 A and 4 A).


Discussion


The results from the thymidine- and DNA-protection studies
might help to explain the pro-oxidant properties of norbadi-
one A.


Considering quercetin, whose metal-initiated pro-oxidant ac-
tivity has been extensively demonstrated,[4c, 6, 14] the results ob-
tained with the three structural analogues 10, 13, and 17 clear-
ly indicate the negative impact of the simultaneous presence


Figure 4. Protective effects of polyphenol under Fenton stress. A) Screening results by using dThd protection assay; [dThd] = 70 mm, [antioxidant] = 100 mm,
Fe2+/EDTA/H2O2 (1:1:100) 700 mm in phosphate buffer 5 mm (pH 7.4). Experiments were performed in triplicate. B) DNA protection by flavonoids and pulvinic
derivatives under Fenton stress. Oxidations of supercoiled plasmid pUC18 DNA (lane 1) were carried out in the presence of 200 mm FeIISO4/EDTA/H2O2


(1:1:100) for 30 min. Control experiments were performed without iron (lane 2) or without H2O2 (lane 3). Oxidation of DNA in the absence (lane 4) or in the
presence of four concentrations (500, 250, 125 and 62.5 mm respectively) of antioxidants 1 (lanes 5–8) ; 10 (lanes 9-12) ; 17 (lanes 13-16) ; 22 (lanes 17–20); and
26 : (lanes 21–24). Linear and supercoiled DNA were separated by agarose gel electrophoresis and stained with ethydium bromide.
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of hydroxyls in positions 3 and 4’ (Figure 4 A). The best candi-
dates in these series for the selection of a broad-range protec-
tive agent would be 10 and 17, which retain the catechol
moiety on ring B to sustain good antioxidant properties, while
the hydroxyl group at position 3 is glycosylated or removed to
limit the pro-oxidant effect. Interestingly, the structural features
highlighted here as being responsible for the pro-oxidant ef-
fects of flavonols (i.e. , the presence of an enol function conju-
gated with a 4’-hydroxyl-containing B ring) match the require-
ments for efficient quinone methide formation. The ability of
o-quinone-type and quinone methide-type metabolites to
form adducts with various tissue macromolecules is a suggest-
ed base for the harmful in vivo pro-oxidative effects of some
flavonoids.[16]


As previously outlined, pulvinic acids and norbadione A
structures include acidic enol functions that are deprotonated
at physiological pH and thus act as favorable targets for ROS


or other oxidative species.[10, 17] Thus, based on a structural
analogy between norbadione A and quercetin, that is, the
presence of an enol function conjugated with an aromatic hy-
droxyl, we suggest that the pro-oxidant effect of these mole-
cules can be rationalized by a 2-electron oxidation mechanism
that leads to intermediates [II] , isomerizable into several o-qui-
none and quinone methide forms (Scheme 2).


We hypothesize that the second electron transfer leads to
the reduction of FeIII to FeII or O2 to O2


� , or allows the forma-
tion of a metallic oxidative species, due to the low potential of
the intermediate [I]/[II] redox couple and/or the relatively slow
disproportionation of intermediate [I] . The inhibition of the
pro-oxidant effect results from the glycosylation of the enol
function on rutin, the absence of the hydroxyl in position 3 on
luteolin, and from the protection of the aromatic hydroxyl as a
methoxyl on 26, preventing the 2-electron transfer mechanism
from happening in either case.


Scheme 2. Suggested mechanism for the pro-oxidant properties of quercetin 1 and norbadione A, 21.
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Among the 26 molecules tested, the best overall protective
properties were shown by 24 and 26, which contain only two
or one hydroxyl group, respectively. These results underline
the atypical and very promising structural features of pulvinic
acids for the design of powerful scavenging agents for HOC
radicals and oxidative iron species.


Conclusion


The recently reported high-throughput screening strategy
allows, for the first time, the rapid and efficient triple screening
of water-soluble antioxidant libraries. This method provides a
unique view of the scope of their protective scavenging poten-
cies under different biologically relevant stress conditions.
These assays are fully automatizable and allow the analysis of
more than 1000 samples per day. By using a complementary
study on DNA, the capability of the assays to detect pro-oxi-
dant effects under Fenton-like oxidative conditions was also
demonstrated.


The results obtained for the protection of thymidine and
plasmid DNA by selected flavonols and pulvinic acid deriva-
tives led to the rationalization of the pro-oxidant properties of
these molecules. The suggested mechanism for these deleteri-
ous effects involves the presence of an enol function conjugat-
ed with an aromatic hydroxyl that leads to the possible forma-
tion of quinone methide metabolites.


This study constitutes the first report on the iron-induced
pro-oxidant activity of norbadione A and other pulvinic acid
derivatives. Moreover, the results characterized the best overall
protective properties in the three screening assays of com-
pounds 24 and 26, which appeared to be devoid of pro-oxi-
dant effects. Pulvinic acids, whose synthesis is straightforward
and flexible, thus represent very promising compounds for the
design of new broad-range protective agents.


Experimental Section


Thymidine protection assay under g radiolysis : This procedure
has been previously described.[10]


Thymidine protection assay under UV radiation : Each well of a
microtiter plate (Maxisorb–Nunc) contained thymidine (70 mm, Ald-
rich), antioxidant (100 mm), and hydrogen peroxide (5 mm) in phos-
phate buffer (100 mL, 25 mm, pH 7.4). The plates were irradiated
with a Bio-Sun 3W irradiator at 254 nm to deliver 1.75 J cm�2. Sam-
ples of oxidized solutions (5 mL) were quenched by addition of EIA
buffer (50 mL) containing bovine serum albumin (1 mg mL�1,
Sigma) in phosphate buffer (100 mm, pH 7.4) before adding acetyl-
cholinesterase (AChE)–thymidine conjugate (50 mL, prepared and
stored as previously described)[18] and the specific monoclonal an-
tithymidine antibody (50 mL) in EIA buffer in a second plate (Maxi-
sorb–Nunc) coated with polyclonal goat anti-mouse antibody
(Jackson Immuno. Research Laboratories Inc. , California). After in-
cubation for 2 h at room temperature, the plates were washed,
and Ellman’s reagent was added. The absorbance related to the
solid-phase-bound AChE activity was measured at 414 nm. Results
are expressed as a percentage of thymidine protection. Thymidine
quantification was achieved by using a calibration curve (fitted by


using a linear log–logit transformation) obtained with pure thymi-
dine. All measurements were made in duplicate.


Thymidine protection assay under the Fenton-like oxidative
system : Each well of a microtiter plate (Maxisorb–Nunc) contained
thymidine (70 mm, Aldrich), antioxidant (100 mm), freshly prepared
FeSO4/EDTA complex (700 mm), and hydrogen peroxide (7 mm) in
phosphate buffer (100 mL, 25 mm, pH 7.4). The plates were shaken
at room temperature for 30 min. Samples of oxidized solutions
(5 mL) were quenched by addition of EIA buffer (50 mL) containing
bovine serum albumin (1 mg mL�1, Sigma) in phosphate buffer
(100 mm, pH 7.4), and then assayed for the quantification of thymi-
dine by using the protocol described above.
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A New Ligand for Immunoglobulin G
Subdomains by Screening of a Synthetic
Peptide Library
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and Menotti Ruvo*[a]


Introduction


Antibodies are among the most used classes of proteins in re-
search, diagnostic, and clinical applications. They are a group
of bifunctional glycoproteins with unique structural features
(for a comprehensive review on antibody structure, see
ref. [1]), and they play a central role in the regulation and func-
tioning of the immune system of all mammals. Due to their re-
markable properties, immunoglobulins are routinely used in
biochemical and biological research as analytical reagents for
the qualitative and quantitative determination of molecules in
a variety of assays and as biotherapeutic molecules. In fact,
both polyclonal (intravenous immunoglobulin, hyperimmune
immunoglobulin G (IgG)[2]) and monoclonal antibodies have
become the basis for standard therapies in a number of malig-
nancies.[3–5] The rising need for highly purified immunoglobu-
lins, as well as for other biotherapeutic agents, as injectable
drugs has been accompanied by the exponential growth of
regulatory restrictions applied to their production and this has
led to the pursuit of new solutions in order to reduce times
and costs.


Although antibodies of the G class can be conveniently puri-
fied by affinity chromatography by using immobilized protein
A or G, even on large scale,[6–10] the use of synthetic ligands
would be worthwhile,[11] since, as well as being less expensive,
they would pose fewer problems from both the stability and
regulatory points of view and with regard to the possibility of
their sanitation and regeneration under very stringent condi-
tions. A number of synthetic derivatives, mainly for the G class,
have been proposed for this purpose, including amino acids,[12]


thiols,[13] dyes,[14] triazine-based ligands,[15] modified pep-
tides,[16–20] and peptides.[21–22] Due to the multifunctional nature


of the antibody molecule, ligands could also be effective as
therapeutic agents, according to their recognition sites. In fact,
antigen:antibody complexes can activate a wide range of bio-
logical responses that promote their elimination or destruction.
The principal antibody ligands for the primary regulation (acti-
vation) of the immune response and clearance mechanisms
(inflammatory reactions) are cell-surface receptors for the Fc
region of antibodies.[23, 24] Antibodies from all classes bind and
activate a number of corresponding Fc receptors (FcRs).[25–27]


They are glycoproteins expressed on hematopoietic cells, with
activating (ITAM) or inhibiting (ITIM) intracytoplasmatic do-
mains whose combinations can produce activation or inhibi-
tion of immune system regulatory pathways, with a strong in-
fluence on autoimmune reactions and cancer, a stronger influ-
ence than antibody-mediated enhancement of viral infections,
allergic reactions, and asthma.[25–27] Thus, the position of many
FcRs as a gateway to both cellular and humoral aspects of the
immune cascade makes them attractive targets for therapies
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By screening a synthetic peptide library of general formula (NH2-
Cys1-X2-X3-X4)2-Lys-Gly-OH, a disulfide-bridged cyclic peptide,
where X2-X3-X4 is the tripeptide Phe-His-His, has been selected as
a ligand for immunoglobulin G (IgG). The peptide, after a prelimi-
nary chromatographic characterization, has proved useful as a
new affinity ligand for the purification of polyclonal as well as
monoclonal antibodies from biological fluids, with recovery yields
of up to 90 % (90 % purity). The ligand is able to bind antibody
fragments containing both Fab and Fc from different antibody
isotypes, a fact suggesting the presence of at least two different


antibody-binding sites. While the recognition site on Fab is un-
known, comparative binding studies with Fc, in association with
the striking similarities of the peptide (named Fc-receptor mimet-
ic, FcRM) with a region of the human FcgRIII receptor, strongly
indicate that the peptide could recognize a short amino acid
stretch of the lower hinge region, which has a key role in autoim-
mune disease triggering. The unique properties make the ligand
attractive for both the purification of antibody fragments and as
a lead for the generation of Fc-receptor antagonists.
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based on antibody/receptor antagonists.[28] For IgGs, at least
four distinct class of receptors have been described, FcgRI,
FcgRII, FcgRIII, and FcRn,[23–25, 27, 29] which have been largely
functionally and structurally characterized.[30–36] While FcRn
binds on the same site as that recognized by protein A/G,[32]


the FcgRI–III receptors contain two or three extracellular Ig-like
domains, which bind Fc with different affinities across the CH2
domain and the highly flexible hinge region.[30, 31, 33–36] Binding
determinants on both antibodies and receptors have been pre-
cisely mapped by crystallographic studies on Fc:FcR com-
plexes, as well as on a number of isolated Fc units and recep-
tors,[30–36] and some peptide-based antagonists have been in-
vestigated and proposed for both IgE and IgG.[28, 37–39] Never-
theless, none of these has been used as an affinity ligand or
has yet been proposed as a possible therapeutic agent.


To identify new conformationally restrained ligands for anti-
bodies of the G class, we have synthesized, characterized, and
screened a cyclic dimeric peptide library.[40–43] The dimeric
structures, selected to increase the molecular surface and at
the same time to simplify the synthesis work, have been pro-
duced by using a lysine residue as a branching unit and have
been cyclized by formation of a disulfide bridge between two
cysteines at the N-terminal ends of each monomer. Through
the screening, we have identified a peptide that is able to bind
a large variety of both monoclonal and polyclonal IgGs and
fragments thereof; the peptide has been named Fc-receptor
mimetic (FcRM). The new molecule has been fully investigated
by ELISA, affinity chromatography, and NMR spectroscopy in
order to characterize its recognition properties and to define
its structure and conformation properties in solution.


Experimental Section


Materials : HPLC columns were from Phenomenex (Torrance, CA).
The MALDI-TOF Voyager DE mass spectrometer was from Applied
Biosystems (Monza, Italy). Polypropylene syringes (8 mL) endowed
with filtration septa were from Alltech SpA (Sedriano, Italy). 9-
Fluorenylmethoxycarbonyl-glycine-4-hydroxymethylphenoxyacetic
(Fmoc-Gly-HMP) derivatized polystyrene resin (PS) for solid-phase
peptide synthesis was purchased from Novabiochem (Laufelfingen,
Switzerland), while all Fmoc-derivatized amino acids (purity
>99 %) were from Inbios (Pozzuoli, Italy) and Chem-Impex (Wood
Dale, IL). HPLC-grade dichloromethane (DCM), N-methylpyrrolidone
(NMP), methanol, trifluoroacetic acid (TFA), diethyl ether, water,
and acetonitrile (ACN) were from LabScan (Dublin, Ireland). Re-
agents used as scavengers during cleavage of peptides from resin,
such as phenol, thioanisol, and triisopropylsilane, the nitrocellulose
membrane (usually 9 � 12 cm), all anti-IgGs, anti-Fc peroxidase,
anti-Fab peroxidase, anti-Ig peroxidase, the recombinant soluble
mouse tumor necrosis factor (TNF) receptor (TNFR), papain, pepsin,
and all other chemicals for library screening and for other assays
were purchased from Sigma–Aldrich (Milan, Italy), unless otherwise
stated. 0.50 m stock solutions of all protected residues were pre-
pared by dissolving 2.5 mmol of each amino acid in 5.0 mL of dry
N,N-dimethylformamide (DMF). The solutions were then stored at
�20 8C until used. The prepacked recombinant protein A/Sephar-
ose Fast Flow (rPA/SFF) and HiTrap Desalting columns were from
Amersham-Biosciences (Uppsala, Sweden). 3 m Emphaze Biosup-
port medium with azalactone groups was purchased from Pierce


(Rockford, IL). The BIO-DOT apparatus was from Bio-Rad, (Milan,
Italy). Deuterated solvents were from Isotec Inc. (Milwaukee, WI).
Monoclonal antibodies 7H3, 4E10, 9B11, and ST2146 and Kaptiv-GY
columns were from Tecnogen (Piana di MonteVerna, CE, Italy).


Synthesis of peptide libraries :


Synthesis of the dimeric tripeptide library (Cys1-X2-X3-X4)2-Lys-Gly
(mother library): Libraries were synthesized manually by applying
the portioning–mixing method[44, 45] and using 8 mL polypropylene
reaction vessels endowed with filtration septa. The synthesis was
performed from Fmoc-Lys(Fmoc)-Gly-HMP-PS resin (200 mg) previ-
ously prepared by coupling Fmoc-Lys(Fmoc)-OH to PS-HMP resin
(120 mg; substitution = 0.99 mmol g�1). The resin was dispensed
into 18 tubes after suspension in a mixture of DMF/DCM (1:1).
Resins (around 6 mmol each) were washed 3 times with of DMF/
DCM (1:1; 1.0 mL) and 2 times with dry DMF (1.0 mL). After Fmoc
deprotection (15 min, 30 % piperidine in DMF (1.0 mL)) and DMF
washes, a different amino acid was coupled to each resin (30 min,
RT) by using a 5-fold excess. Amino acids (0.50 m in DMF stock sol-
utions) were activated in situ with benzotriazol-1-yloxytripyrrolidi-
nophosphonium hexafluorophosphate (PyBOP) in DCM (1 equiv)
and diisopropylethylamine (DIEA; 2 equiv). 18 natural l-amino
acids were used, excluding cysteine and tryptophan to avoid oxi-
dation side reactions. All of the resins were recombined and, after
Fmoc deprotection and washes, were again split into 18 equal
samples. The coupling with the 18 amino acids and the mix–split
procedure were repeated. The tubes were then labeled and the
contents were separately coupled again with the 18 amino acids,
deprotected with piperidine, and finally coupled with Fmoc-l-Cys-
(Trt)-OH (Trt = trityl = triphenylmethyl; 5-fold excess, 30 min, RT).
Once the the Fmoc groups were removed, all resins were washed
with DMF (2.0 mL, 3 � ), DCM (2.0 mL, 3 � ), MeOH (2.0 mL, 3 � ), and
Et2O (2.0 mL, 3 � ), then dried under vacuum for 20 min.


Since three positions were randomized by using 18 building
blocks, theoretically 5832 different dimeric peptides were produced
(183), arranged in 18 separated sublibraries, each containing
324 different molecules. The dimeric peptides were cleaved from
the solid support by treatment with TFA/H2O/thioanisol/phenol/
ethandithiol mixture (86:3:3:4.5:1.5, v/v ; 900 mL per tube) for 5 h at
RT in the same reaction vessels as were used for the solid-phase
synthesis. The resins were filtered off and the peptides precipitated
in cold Et2O (5.0 mL). The white precipitates were washed once
with diethyl ether, dissolved in 50 % ACN and 0.1 % TFA, and
lyophilized. Products were repeatedly lyophilized until no thiol
odor was detected. The dimeric peptide pools were subsequently
cyclized by dissolving them at a concentration of 0.1 mg mL�1 in
50 mm NH4HCO3 (pH 8.5) and stirring for 72 h. All solutions were
then acidified to pH 2 with concentrated HCl, frozen, and lyophi-
lized.


Resynthesis of the sublibrary (Cys1-Phe2-X3-X4)2-Lys-Gly : This subli-
brary, selected in the first screening round, was resynthesized as
described before for the mother library on a scale of approximately
100 mmol from Fmoc-Lys(Fmoc)-Gly-PS resin (200 mg). The proce-
dure was repeated until the first mix–split step, then the tubes
were labeled and the resins were coupled with the 18 different
Fmoc-protected amino acids. After removal of the Fmoc groups,
Fmoc-Phe-OH and Fmoc-Cys(Trt)-OH were subsequently coupled
to all resins as described. The resins were dried and the libraries
were cleaved and cyclized following the procedures described
earlier.


Resynthesis of sublibrary (Cys1-Phe2-His3-X4)2-Lys-Gly : This library,
composed of 18 single peptides, was prepared by performing a
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parallel synthesis of the molecules on a 5 mmol per peptide scale.
The peptides were cleaved from the resins, cyclized, and character-
ized in the open and cyclic forms by RP-HPLC and MALDI-TOF
mass spectrometry. Single cyclic peptides were purified by semi-
preparative RP-HPLC (5 mg aliquots) on a 25 � 1.0 cm ID RP18 Jupi-
ter column (Phenomenex) by applying a gradient of 5!60 % of
ACN with 0.1 % TFA over 30 min. The fractions corresponding to
the main peaks were collected and lyophilized. Characterization
was achieved by RP-HPLC and MALDI-TOF mass spectrometry. By
following similar procedures, monomeric Phe-His-His-Gly peptide
(LIN) and dimeric noncyclic FcRM (NC-FcRM, (Phe-His-His)2-Lys-Gly)
were also prepared.


Characterization of peptide libraries : The mother library was
characterized by pool amino acid analysis following hydrolysis of
peptide mixtures as reported elsewhere.[48] Less complex peptide
mixtures (18 components) were also analyzed by RP-HPLC (125 �
4.6 mm C8 Zorbax column, linear gradients from 3!80 % ACN
with 0.1 % TFA over 25 min, flow 1 mL min�1), by also checking (in
some cases) the shifts of retention times observed upon disulfide-
bridge formation,[46–48] and by MALDI-TOF mass spectrometry. All
single peptides were produced by using the same procedures as
for the synthesis of the libraries; the products were fully character-
ized in terms of purity, molecular weight, and disulfide-bridge for-
mation.


After cyclization, the solutions were acidified up to pH�4 and re-
peatedly lyophilized. The resulting peptide mixtures were redis-
solved in dimethylsulfoxide (DMSO) to obtain stock solutions at a
concentration of 5 mg mL�1.


Screening of libraries by ELISA-like assay : Peptide libraries at a
concentration of 5 mg mL�1 in DMSO were diluted in 50 mm


NH4HCO3 at pH 8.5 (coating buffer) to a final concentration of
50 mg mL�1. These solutions (100 mL) were dispensed into the plate
wells in duplicate, while some wells were filled with coating buffer
only (100 mL, blanks). The plate was left overnight at 4 8C and then
washed 3 times with phosphate-buffered saline (PBS) to remove
the unbound material. Blocking solution (3 % bovine serum albu-
min (BSA) in PBS; 200 mL per well) was added, then the plate was
incubated for 2 h at 37 8C. The plate was washed 3 times with PBS
and a 20 mg mL�1 solution of the 7H3 monoclonal antibody, direct-
ed against TNF receptor I, was dispensed into separate wells. After
incubation for 1 h at 37 8C, the plate was washed 6 times with PBS
containing Tween 0.05 % (PBS-T) with 0.5 % BSA. A goat anti-mouse
horseradish peroxidase (GAM-HRP) solution in PBS-T with 0.5 %BSA
at 1000-fold dilution was prepared and added to the wells, then
the plate was incubated again for 1 h at 37 8C. After 6 washes with
PBS-T containing 0.5 % BSA, freshly prepared o-phenylendiammine
(OPD) solution (100 mL per well, 4 mm in citrate buffer at pH 5.0)
with catalytic amounts of H2O2 was added and the plate was left in
the dark for 15 min to allow color development. After addition of
3.0 m H2SO4 (25 mL per well), the absorbance at 492 nm in all wells
was determined by using a microplate reader. Data, obtained as
optical density (OD) values in each well, were elaborated, with du-
plicates averaged and corresponding blank lines subtracted. Data
were reported as bar plots. All assays were carried out at least
twice and the results expressed as an average.


Screening of libraries by nitrocellulose adsorption : Pieces of ni-
trocellulose membrane of proper size were wetted with 100 mm


tris(hydroxymethyl)aminomethane (Tris) containing 150 mm NaCl
at pH 7 (binding buffer) and allowed to soak for 10 min. The Bio-
Dot apparatus was assembled as described by manufacturer; then,
after placing the membrane on it, 100 mm Tris containing 150 mm


NaCl at pH 7.5 (100 mL) was applied to all 96 sample wells by using
a multichannel pipette. The buffer was allowed to filter through
the membrane by gravity flow (30–40 min), then a slight vacuum
was applied to complete removal of the solution. In the same way,
library aliquots (100 mL) were applied. After rapid washing with
buffer, the membrane was removed from the apparatus and cut in
order to obtain only the piece containing samples (usually 3 �
8 cm). Sample positions were lightly marked with a pencil for label-
ing. The membrane was incubated for 1 h in binding buffer con-
taining 3 % BSA (blocking buffer), then rapidly (1 min) washed with
binding buffer. The membrane was incubated with the antibody
target diluted in binding/blocking buffer at a final concentration of
30 mg mL�1 for 2 h. The membrane was washed 3 times for 5 min
in binding buffer, then it was incubated for 2 h with the alkaline
phosphatase (AP) labeled anti-mouse IgG (secondary antibody) so-
lution diluted 1:5000 in binding/blocking buffer. After the mem-
brane was washed 3 times in binding buffer containing 0.5 % BSA
(binding/blocking buffer), it was incubated with the color substrate
solution (3-ethyl benzothiazoline-6-sulphonic acid (ABTS) solution
(45 mL) and phosphate buffer (35 mL), thereby allowing color devel-
opment to proceed in the dark. When the desired intensity spots
had developed, the reaction was stopped by washing the mem-
brane several times with redistilled water and then drying it on
paper towels.


ELISA : Dose-dependent assays were carried out as described in
the previous section, by using different peptide-coating (1, 10, and
50 mg mL�1) and antibody (0–20 mg mL�1) concentrations. In a fur-
ther experiment, three different monoclonal antibodies, 7H3, 4E10,
and 9B11, were tested, all against the TNF receptor. A competition
experiment with increasing amounts of TNF receptor (5–
250 ng mL�1) was carried out by immobilizing FcRM at 5 mg mL�1


with a constant concentration of 7H3 of 5 mg mL�1. Incubation
times, washings, secondary antibody concentrations, and detection
conditions were the same as those reported for the binding experi-
ments.


Binding experiments with Protein A purified polyclonal antibodies
were performed as described for the screening assays by using the
corresponding anti-antibody antibodies and with a peptide-coating
concentration of 1 mg mL�1. Sera from rabbit, rat, mouse, and goat
were used in these experiments.


For the mouse- and human-IgG determination in the crude materi-
al and the bound and unbound fractions, polystyrene microtiter
plates were incubated overnight at 4 8C or for 2 h at room temper-
ature, in a humid covered box, with a solution of anti-Ig (100 mL
per well) in PBS (5–10 mg mL�1). After 5 washings with the PBS solu-
tion, the wells were saturated with PBS (200 mL) containing 3 %
(w/v) dried milk (PBS-M) for 1 h at room temperature, to block the
uncoated plastic surface. Plates were washed again with PBS-T and
filled with standard immunoglobulins to a concentration in the
range of 5–0.01 mg mL�1, and with crude, unbound, and bound ma-
terials at varying concentrations, previously diluted with PBS con-
taining 0.5 % (w/v) BSA (PBS-BSA). After 1 h incubation, the plates
were washed 5 times with PBS-T. For antibody detection, wells
were filled with a horseradish peroxidase labeled anti-Ig solution
(100 mL) diluted 1:1000 with PBS-M. The plates were left for 1 h at
room temperature, washed 5 times with PBS-T, and then filled with
chromogenic substrate solution consisting of 1 mg mL�1 2,2’-azino-
bis(3-ethylbenzthiazoline-6-sulfonic acid) (Sigma) in 0.10 m sodium
citrate phosphate buffer (pH 5.0) containing 5 mm hydrogen per-
oxide. The absorbance at 405 nm was determined with a model
3550 EIA microplate reader (Bio-Rad).
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Similarly, with 7H3 only, comparative binding and inhibition assays
were carried out by using FcRM, NC-FcRM, and the monomeric LIN.
As we were unable to directly adsorb the monomeric peptide onto
the ELISA wells, the binding experiment was performed by using
coated keyhole limpet hemocyanin (KLH) conjugated peptides.
KLH–FcRM and KLH–NC-FcRM were coated at a fixed concentration
of 20 mg mL�1, whereas KLH–LIN was coated at 10 mg mL�1 (the mo-
lecular weight of monomeric LIN is about half that of the dimeric
peptides). 7H3 was used at a range of concentrations of 1–
50 mg mL�1 total protein. The competition assay with free peptides
(at a range of concentrations of 0.1–100 mg mL�1 for competitors
and a fixed concentration of 4 mg mL�1 for 7H3) was carried out to
obtain an estimation of analogues relative affinities toward 7H3.
Conjugation of the peptides to the carrier was carried out by using
the same molar ratio of peptide:protein under the same condi-
tions. To assess binding specificity, we also set up competition
assays by using 7H3-derived Fc and Fab fragments. Fragments
were prepared as described below and, after extensive dialysis,
used as competitors in a range of concentrations of 0–
180 mg mL�1. Detection was carried out by using anti-Fc and anti-
Fab secondary antibodies in Fab and Fc competition, respectively.
Inhibition of 7H3:FcRM interaction was carried out by using immo-
bilized peptide (1 mg, about 0.8 nmol) and a constant concentra-
tion of 7H3 (approximately 2.7 pmol). Soluble mouse TNFR (0–
250 ng, 0–7 pmol) was used as a competitor.


Affinity resin preparation : The FcRM peptide was coupled to an
Emphaze matrix (polyacrylamide/azalactone-activated gel), as rec-
ommended by the manufacturers’ protocols. Peptide (5.0 mg) was
dissolved in 200 mm NaHCO3 containing 600 mm sodium citrate
(pH 8.0, 5.0 mL) and incubated with dry preactivated matrix
(130 mg, corresponding to 1.0 mL). The suspension was incubated
for several hours at room temperature under gentle agitation and
the extent of peptide incorporation was monitored by RP-HPLC
analysis at different times. The coupling yield was always >90 %.
After washing with 100 mm Tris (pH 8.5) to deactivate residual
active groups, the resins were finally packed into a 100 � 6.6 mm
i.d. glass column.


Affinity purification : Samples were desalted on a G25 column, dia-
lyzed or diluted 1:4 (v/v) with the starting buffer, and loaded onto
the FcRM/Emphaze column (1.0 mL) equilibrated at a flow rate of
0.50 mL min�1 with the selected buffer. After elution of unbound
material, the eluent was changed to 100 mm acetic acid (pH 2.7) to
elute the adsorbed material. Bound fractions were immediately
neutralized with a few drops of 1.0 m Tris (pH 9.5) and character-
ized by ELISA, UV analysis, sodium dodecylsulfate (SDS) PAGE,
Western blotting, and gel-permeation analysis in order to deter-
mine IgG recovery, the purity, and the binding properties of FcRM
peptide for IgG and fragments. In a preliminary experiment, puri-
fied 7H3 monoclonal IgG (5.0 mg) at a concentration of
1.0 mg mL�1 was loaded onto a FcRM/Emphaze column (1.0 mL) at
a flow rate of 0.50 mL min�1 in 25 mm sodium phosphate buffer
(pH 7.0). Bound fractions were characterized in terms of IgG recov-
ery by UV analysis by using e1 % = 13.4 cm�1. The same experiment
was performed with Tris (25 mm, pH 7.5) and bis(2-hydroxyethyl)-
iminotris(hydroxymethyl)methane (Bis-Tris ; 25 mm, pH 6.5) as bind-
ing buffers, to investigate the dependence of the loading capaci-
ties on the loading buffer and pH value. Further affinity experi-
ments were carried out with other monoclonal and polyclonal im-
munoglobulins from biological fluids. To this aim, cellular superna-
tants of monoclonal 7H3 and ST2146 and samples of human
serum were used. Monoclonal supernatants were first subjected to
a desalting step on a G25 column, then samples (5–10 mL, corre-


sponding to about 4–6 mg of IgG) were loaded at a flow rate of
0.50 mL min�1 and eluted as described above. Serum (0.50 mL) was
diluted 5-fold with buffer and applied to the column at the same
flow rate. 25 mm Bis-Tris (pH 6.5) was used as the binding buffer
throughout all the experiments with sera and supernatants. The
purity and concentration of the recovered fractions were assessed
by ELISA, SDS PAGE, Western blotting, and gel filtration analysis.
Similar protocols were followed for the affinity experiments with
antibody fragments, again using 25 mm Bis-Tris (pH 6.5) as the run-
ning buffer. Bound and unbound fractions were collected and ana-
lyzed by site-exclusion chromatography (SEC) HPLC, SDS PAGE, and
Western blotting to identify retained and unretained IgG frag-
ments. Similar procedures were used for affinity purification of
human serum on a Kaptiv-GY column (1.0 mL), as recommended
by the manufacturers’ protocols.[17]


Protein A purification of antibodies and fragments thereof was car-
ried out on a rPA/SFF column (1.0 mL) as recommended by the
manufacturers’ protocols. Retained antibodies were eluted by low-
ering the pH value with 0.10 m Gly to pH 2.7 and were neutralized
with 1.0 m Tris (pH 9.5). All fractions derived from the Kaptiv and
protein A purifications were again characterized by ELISA, SDS
PAGE, Western blotting, and gel-permeation analysis.


SDS PAGE analysis : Characterization of the bound fractions from
the affinity columns was performed by SDS PAGE analysis under
nonreducing conditions, on a 12 % and 4–20 % gradient gel (Bio-
Rad, Hercules, CA) of acrylamide/bisacrylamide solution. About
7 mg of total proteins were analyzed by performing the electropho-
retic runs on the Mini-Protean II apparatus (Bio-Rad), following the
manufacturers’ instructions. Detection of the protein bands was
performed with the Brilliant Blue Coomassie R-250 (Merck) staining
method, and the degree of purity was determined by electronic
scanning and densitometric analysis of the gel with the IMAGE
PRO-PLUS software.


IgG fragmentation : The three mouse monoclonal antibodies 7H3
(IgG1), 9B11 (IgG2a), and ST2146 (IgG2b) were subjected to frag-
mentation with papain and pepsin according to their different sus-
ceptibilities toward the proteolytic enzymes.[46, 47] 7H3 and 9B11 (4–
6 mg mL�1) were incubated with papain in presence of 5.0 mm cys-
teine (reducing conditions) and 2.0 mm ethylenediamine tetraace-
tate (EDTA) in 50 mm sodium phosphate (pH 7.0) at 37 8C by using
an enzyme/IgG ratio of 1:100 (w/w) for IgG1 and 1:200 (w/w) for
IgG2a. The reactions, monitored by SEC-HPLC on a Superdex
HR200 10/30 column (Amersham), were complete in 2–4 h and the
enzyme was then inactivated by addition of 10 mm iodoacetamide
to avoid further degradation. ST2146 was digested in absence of
reducing agent. In this case, papain was preactivated with 10 mm


cysteine in 50 mm sodium phosphate containing 2.0 mm EDTA
(pH 7.0) for 30 min at 37 8C, and the reducing agent was rapidly re-
moved by a desalting step in the same buffer. The antibody
(6 mg mL�1) was then incubated in 50 mm sodium phosphate con-
taining 2.0 mm EDTA (pH 7.0) at 37 8C with an enzyme/IgG ratio of
1:200, while the progression of the reaction was monitored by SEC
HPLC. After 3 h, the reaction was stopped as previously described.
In the same way, a second papain digestion was also carried out
on 7H3, with the reaction time lengthened to 15 h. Pepsin diges-
tion of 7H3 and 9B11 was carried out according to the protocol of
Parham.[46] The two antibodies (4–6 mg mL�1) were incubated with
pepsin at 37 8C with an enzyme/IgG ratio of 1:50 (w/w) in 0.10 m


sodium citrate at pH 3.5 and 4.2, respectively. The reactions were
monitored for 8–10 h by SEC HPLC until the formation of the de-
sired products (3 h for 9B11 and 10 h for 7H3) and they were then
stopped by raising the pH value to 7.5–8.0 with 1.0 m Tris (pH 9.5).
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7H3 Fab and Fc were produced as described above by preactivat-
ed papain treatment and purified by a two-step procedure with
protein A to remove Fc and size-exclusion chromatography to sep-
arate Fab and F(ab)’2. Fragments were dialyzed and quantified by
using a Bio-rad kit.


Western-blotting analysis : Standard human immunoglobulins
(IgG, IgM, and IgA) and bound and unbound materials (2 mg of
total proteins) were run on a SDS PAGE gel, as previously de-
scribed, and transferred to a nitrocellulose filter by the electroblot-
ting method. After protein transfer, the filter was incubated over-
night at 4 8C in 100 mm Tris with 0.15 m NaCl and containing 5 %
dried milk (blocking buffer B1). After being washed 5 times with
B1, the membrane was incubated for 1.5 h at RT with goat anti-hu-
man Ig-HRP diluted 1:1000 with B1. The membrane was then left
for 1 h at room temperature, washed 3 times with water and then
soaked with a chromogenic substrate solution consisting of
0.7 mg mL�1 3,3’-diaminobenzidine and 0.17 mg mL�1 urea hydro-
gen peroxide in 60 mm Tris (Sigma-Aldrich, Milan, Italy). This sub-
strate produces an intense brown-black precipitate at the site of
enzyme binding.


Gel filtration analysis : Gel permeation analysis was performed by
using a Superdex HR 10/30 GF column (300 � 10 mm, Amersham,
Milan, Italy) equilibrated at a flow-rate of 0.75 mL min�1 with PBS
and 10 mm NaN3 (pH 6.8) with monitoring of the effluent at
280 nm. About 400 mg of total protein deriving from crude and un-
bound material or 150 mg of standard or FcRM/Emphaze affinity
column purified immunoglobulins were filtered (0.22 mm) and ap-
plied to the column.


NMR analysis : The peptide FcRM was dissolved in a H2O/
[D6]DMSO mixture (500 mL, 20:80 v/v) at a concentration of 2.0 mm.
NMR experiments were acquired at 25 8C by using a 600 MHz
Varian Inova spectrometer. All 2D spectra were recorded by the
States–Haberkorn method and water suppression was obtained by
the Watergate PFG technique. Spin-system identification and as-
signment of individual peptide resonances were carried out by
using a combination of 2D-TOCSY[48] and DQF-COSY[49] spectra.
Mixing times for 2D-NOESY experiments were set at 50, 100, 150,
200, 250, and 300 ms to determine NOE build-up rates, which were
found to be linear up to 250 ms. 2D-TOCSY experiments were re-
corded with mixing times of 30 and 70 ms and 2D-ROESY[50] spec-
tra were recorded with a mixing time of 150 ms. The data were
apodized with a square sine window function and zero-filled to 1 K
in f1 prior to Fourier transformation. Chemical shifts were refer-
enced to residual DMSO (d= 2.49 ppm) and measurements of cou-
pling constants were obtained from 1D and DQF-COSY spectra.
Data were transformed with the standard Varian software and
processed with the XEASY program.[51] Experimental distance re-
straints for structure calculations were derived from cross-peak in-
tensities in NOESY spectra at 250 ms. NOESY cross-peaks were
manually integrated by using the XEASY program and converted
into upper distance constraints by using the CALIBA module of the
DYANA program.[52] Distance constraints were then used by the
GRIDSEARCH module to generate a set of allowable dihedral
angles, and the structure calculation was carried out with the
macro ANNEAL by using the torsion-angle dynamics. The 20 struc-
tures with the lowest target functions were selected. The analysis
modules of the MOLMOL program were used for structure analysis.


Results


A cyclic dimeric tripeptide library (Scheme 1 A) composed of 18
natural amino acids has been prepared by solid-phase peptide


synthesis,[40–43] by applying the mix-split method.[44, 45] After on-
resin assembly, cleavage, and lyophilization, an average of
5.5 mg of the sublibraries were obtained. Peptide pools were
cyclized by spontaneous oxidation of the two N-terminal cys-
teine residues[40–43] in a slightly alkaline aqueous solution buf-
fered with ammonium bicarbonate[41] to ensure partial salt re-
moval over lyophilization. The library contained a theoretical
total number of 183 = 5832 different peptides, arranged in 18
different subpools, each theoretically containing 324 cyclic
peptides. The pools, given the high complexity, were charac-
terized only by amino acid analysis,[42, 43] with comparison of
the data obtained with those expected by an equimolar distri-
bution of all components. Data deriving from this analysis
were highly consistent with the expected values. Less complex
peptide mixtures composed of 18 molecules, prepared
throughout library deconvolution, were submitted to a more
extensive characterization by reversed-phase (RP) HPLC analy-
sis, MALDI-TOF mass spectrometry, and amino acid analysis.[42]


The characterization, carried out comparatively on reduced
and oxidized pools, evidenced that almost all molecules were
cyclized and that only minor fractions of polymerized deriva-
tives were present in the final mixtures[42] (data not shown).
Single peptides produced for the last screening round were
characterized by analytical RP HPLC, with the observation of
an average purity level of around 85 % after cyclization. The
screening assays, carried out by both ELISA and nitrocellulose
adsorption, evidenced that the sublibrary best able to bind the
7H3 antibody was that carrying phenylalanine residues on the
positions next to the cysteines. The ELISA assay (Figure 1 A)
showed that other sublibraries also efficiently bound the anti-
body, but these were not considered for resynthesis as they
were only slightly active in the nitrocellulose assay (data not
shown). After this first screening, the sublibraries (NH2-Cys1-
Phe2-X3-X4)2-Lys-Gly were synthesized, cyclized, and screened
as described for the mother library. The only sublibrary show-


Scheme 1. Schematic representation of A) the cyclic tripeptide library and
B) the selected peptide. The peptide labeling used in the NMR analysis is
reported in (B).
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ing affinity for the monoclonal antibody was that carrying histi-
dine on the third position (Figure 1 B) and the nitrocellulose


assay confirmed this outcome (data not shown). After the 18
single peptides were produced and cyclized, they were submit-
ted to screening. At least 5 different peptides, carrying His,
Leu, Asn, Gly, or Phe in position 4, (Figure 1 C), bound the 7H3
antibody, but the His peptide was definitely the most active.
The nitrocellulose counterproof was not carried out in this last
case. The cyclic peptide (NH2-Cys1-Phe2-His3-His4)2-Lys-Gly
(Scheme 1 B), named FcRM, was then selected as the best
under these conditions and submitted to further characteriza-
tion.


To this aim, dose-dependent assays were carried out in
which different amounts of immobilized peptide, different con-
centrations of 7H3, and different monoclonal antibodies were
tested. In a first experiment, the peptide was immobilized on
microtiter wells at 1.0, 10, and 50 mg mL�1 and different
amounts of 7H3 monoclonal antibody (mAb) were added. As
shown in Figure 2 A, the peptide was capable of binding the
antibody in a dose-dependent manner, with a high affinity
even at a peptide coating of 1.0 mg mL�1. In a second experi-
ment, the peptide was coated at 1.0 mg mL�1 and three differ-
ent monoclonal antibodies, including 7H3, were tested at con-
centrations ranging of 0.1–200 mg mL�1 (Figure 2 B). The three
selected antibodies recognized the immobilized peptide, al-
though the 4E10 (IgG2a type) displayed appreciable binding
only for concentrations above 10 mg mL�1 (not shown). The
7H3 (IgG1 type) and 9B11 (IgG2a type) antibodies showed simi-
lar, stronger binding capacity. Although the 9B11 and 4E10 an-
tibodies are also raised against a TNF receptor,[53] they most
likely recognize different protein epitopes, a fact suggesting
that the peptide was not an epitope mimic but that it binds to
a different antibody site. This hypothesis was further investi-
gated by carrying out binding assays with protein A purified
polyclonal antibodies from different animal sources and by
competition experiments with the soluble TNFR. As shown in
Figure 2 C, the polyclonal antibodies were all well recognized
by the immobilized peptide in a dose-dependent manner,
while TNFR, when used up to a concentration of 250 ng mL�1,
was unable to inhibit the binding of the immobilized peptide
to the MAb (data not shown).


A comparative analysis between the FcRM peptide and the
linear and noncyclic analogues (LIN and NC-FcRM) evidenced
that, once linked to a carrier protein, the simplified variants
maintain the capability to bind to 7H3 (see the Supporting In-
formation, Figure S1), although the original cyclic molecule ex-
hibited a stronger affinity. Competition experiments with the
free (not bound to KLH) peptides were also carried to obtain
an estimation of relative affinities. While the LIN peptide was
unable to decrease binding when used up to a concentration
of 200 mg mL�1, the two dimeric variants (FcRM and NC-FcRM)
showed a very similar behavior, with 50 % competition at
about 25 mg mL�1 (�20 mm for both peptides; see the Sup-
porting Information, Figure S2). Similar competition experi-
ments were also carried out with 7H3 fragments obtained by
enzyme treatment; only Fab abolished recognition of the im-
mobilized peptide to the intact molecule, while Fc did not
when used up to a concentration of 180 mg mL�1 (see the Sup-
porting Information, Figure S3).


Figure 1. Screening assays carried out to deconvolute the tripeptide library
(NH2-Cys1-B2-X3-X4)2-Lys-Gly. A) In the first screening, a theoretical number
of 183 = 5832 peptides, arranged in 18 pools of 324 peptides each, were
screened and the pool of general formula (NH2-Cys1-Phe2-X3-X4)2-Lys-Gly
was selected as that giving the best binding. B) In the second screening, 18
pools composed of 18 peptides of general formula (NH2-Cys1-Phe2-X3-X4)2-
Lys-Gly were assayed and the pool with X3 = His was selcted. C) In the third
screening, 18 single molecules were assayed and the peptide (NH2-Cys1-
Phe2-His3-His4)2-Lys-Gly was identified as that able to give best binding to
7H3.
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To evaluate the affinity properties of FcRM in chromatogra-
phy applications, the peptide was immobilized on a solid sup-
port. Preliminary experiments were carried out by loading frac-
tions of pure 7H3 monoclonal IgG (5.0 mg) in 25 mm sodium
phosphate (pH 7.0) buffer onto a FcRM/Emphaze column
(1.0 mL). After elution of the unretained material, bound IgG
was recovered by changing the eluent to 100 mm acetic acid
(pH 2.7). Analysis of the bound fractions showed that about
50 % of the loaded IgG was retained, thereby demonstrating
the effectiveness of FcRM to bind IgG even when covalently
bound on a solid surface. The same experiment, when repeat-
ed with 25 mm Tris (pH 7.5) and 25 mm Bis-Tris (pH 6.5) as
binding buffers, showed that the highest recovery was ob-
tained with the Bis-Tris buffer at pH 6.5 (>70 %), while only a
minor fraction (30 %) of 7H3 was retained with the pH 7.5
buffer. Subsequent experiments were then performed by using
this buffer system.


The capacity and selectivity of the FcRM ligand to purify im-
munoglobulins were further assessed in affinity chromatogra-
phy experiments on IgG-containing biological fluids. In a first
purification, cellular supernatant of monoclonal 7H3 (5–10 mL,
corresponding to about 6–7 mg of IgG; produced as previously
described[54]) was loaded onto the FcRM/Emphaze column
(1.0 mL) and processed as reported in the Experimental Sec-
tion. Subsequently, human serum (0.50 mL) was diluted five
times with the starting buffer (25 mm Bis-Tris, pH 6.5) and ap-
plied to the column. The results, expressed as IgG recovery
and purity, are shown in Table 1 and compared with data ob-
tained by performing human-serum purifications on protein A
and Kaptiv-GY columns (1.0 mL).[17] The purity of the retained
IgGs was very high (>90 %), as determined by SEC HPLC and
SDS PAGE (Figure 3 A–D), while other matrix components were
revealed only in the flowthrough fraction, along with the re-
maining antibodies. The identification of IgA and IgM in the
bound material of the human-serum purification was only pos-
sible by Western-blotting analysis (data not shown), a result in-
dicating a much lower specificity of FcRM for these antibody
classes. The amounts of recovered IgG, determined by ELISA
assays, ranged between 4.5 (hIgG) and 5.6 mg (mIgG1; Table 1)
and corresponded to 67–90 % of the loaded immunoglobulins.


In order to identify IgG domain(s) recognized by FcRM, com-
parative affinity chromatography experiments with immobi-
lized-FcRM and -protein A columns were carried out. Antibody
fragments were produced by papain and pepsin digestion by
following standard protocols. As reported,[46, 47] pepsin degrada-
tion of the 7H3 antibody, belonging to the mouse IgG1 sub-
class, produced only F(ab’)2 and completely degraded Fc (Fig-
ure 4 C). By contrast, the digestion with papain in both reduc-
ing and nonreducing conditions produced F(ab’)2 and Fc, but
the preactivated enzyme (reducing conditions) also gave rise
to some Fab[46, 47] (Figure 4 B and Table 2). The action of pepsin
on 9B11 (IgG2a type) produced F(ab’)2, but with some Fab and
degraded Fc as contaminants, while the treatment with papain
gave Fab, some F(ab’)2 impurities, and Fc (Table 2). The frag-
mentation of ST2146 (IgG2b type) with papain produced, with
a short incubation time, Fab, Fc, and a Fab/c fragment
(Table 2), where Fab/c is a fragment formed by the Fc region


Figure 2. A) Dose-dependent assay with immobilized FcRM. The peptide
coated at 1.0, 10, and 50 mg mL�1 was able to bind the mAb 7H3 in a dose-
dependent fashion. B) Dose-dependent binding of immobilized FcRM
(1.0 mg mL�1) to different anti-TNFR mAbs. The peptide binds to all antibod-
ies, with a stronger affinity showed by 7H3 and 9B11. C) Dose-dependent
binding of immobilized FcRM (1.0 mg mL�1) to polyclonal antibodies from
different animal sources.
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plus one Fab arm.[46] After enzyme treatment, antibody frag-
ments were not separated but were loaded as mixtures onto
the columns. Figure 4 A–C show the SDS PAGE analysis of frac-
tions recovered after affinity chromatography of fragmented
7H3 with Emphaze-immobilized FcRM peptide. As can be de-
duced, the resin retained the Fab and F(ab’)2 fragments de-
rived from papain and pepsin cleavage with high affinity, while
the Fc fragment, obtained by papain digestion in both reduc-
ing and nonreducing conditions, was not recognized and was
recovered in the flowthrough fractions. Similar results, sum-
marized and compared with each other in Table 2, were ob-


tained with the 9B11 and
ST2146 fragments, but in these
cases the Fc fragments were
also retained. As expected, pro-
tein A was only able to bind
those structures containing the
Fc region (Fc and Fab/c), while
the peptide bound all frag-
ments (Fab, F(ab’)2, Fab/c, and
Fc) except the Fc derived from
the IgG1 7H3 which, in the
hinge region, shows striking
sequence differences with the


other Fc fragments (Figure 5). It is worth noting that the
papain cleaves IgG1 at Thr232 (human numbering as given in
Figure 5) under both reducing and nonreducing conditions,[47]


thereby leaving all residues of the lower hinge on the Fc
region (Figure 5). The 9B11 Fc (IgG2a type) is obtained by
cleavage of papain at Lys230 (human numbering[46, 47]) and
thus, apart from the lower region, it also contains the core
hinge residues. The Fc region produced from the IgG2b by
papain starts from Thr216 or Ile217[47] and contains the entire
hinge region (upper, core, and lower; Figure 5).


Table 1. Purification of antibodies by Emphaze-immobilized FcRM and comparison with protein A and Kaptiv-
GY columns for affinity purification of G-type immunoglobulins from human serum.


Sample IgG content[a] [mg] FcRM/Emphaze rpA/SFF Kaptiv-GY
recovery[b]


[mg]
purity[c] [%] recovery[b]


[mg]
purity[c] [%] recovery[b]


[mg]
purity[c] [%]


B UB B UB B UB


7H3 6.2 5.6 0.5 >90 n.d.[d] n.d.[d] n.d.[d] n.d.[d] n.d.[d] n.d.[d]


human 6.7 4.5 2.1 >90 5.5 1.2 >90 6.0 0.6 >90


[a] IgG content in loaded sample. [b] IgG determination carried out by ELISA. B = Bound material, UB = un-
bound material in the flowthrough fraction. [c] IgG purity of bound fraction as evaluated by SDS-PAGE.
[d] n.d. = not determined.


Figure 3. A) Affinity purification of 7H3 from crude hybridoma supernatants. B) The same experiment was also carried out with normal human serum. Both
experiments were carried with a column (1 mL) with ligand (3 mg) immobilized on EMPHAZE. Fractions were characterized by gel filtration chromatography
(A and C) and SDS PAGE (B and D) as described in the Experimental Section. STD = standard molecular weight, RM = raw material, B = bound material,
UB = unbound material.
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NMR analysis


The preferred conformations of the FcRM peptide and the
region of highest flexibility were analyzed by NMR techniques.
In order to define the best experimental conditions, prelimina-
ry experiments were performed by using peptide solutions in
different solvent systems and acquiring 1D spectra at different
temperatures. The 1D spectrum acquired at 25 8C in a H2O/
[D6]DMSO (20:80 v/v) mixture showed the sharpest and best-
resolved resonances and consequently all spectra were ac-
quired under these conditions. It is worth noting that the
amine NH2 protons of Cys1 and Cys1’ resonate at low field (see
Scheme 1 for amino acid labeling and Table 3 for chemical-
shift assignments); this effect is explained by the local ring-cur-


rent field of the adjacent aro-
matic amino acid residues
(Phe2 and Phe2’). Measure-
ments of NH–Ha and Ha–Hb


coupling constants allowed
us to estimate the ranges of
the f and c1 torsion angles.
JNH–Ha coupling constants
(data not shown), extracted
from the 1D and the DQF-
COSY spectra, indicate an ex-
tended conformation for the
peptide. The measurements
of NH–Ha coupling constants
for His3, His4, Lys5 (NHe),
His3’, and His4’, as well as the
diastereotopic assignments of
the b protons of all residues
(except for residues Phe2 and
Phe2’), could not be achieved
because the signals overlap in
both the 1D and DQF-COSY
spectra. Moreover, the spin
systems of Cys1 and Cys1’, of
His3 and His4, and of


His3’and His4’ have the same values of chemical shifts and
therefore the pseudosymmetry of the molecule also generated
a certain ambiguity in the NOE assignments. We were unable
to assign NOEs between 8.02–4.42 ppm because they could
either belong to the couples His4’CaH–His4’NH, His3’CaH–
His4’NH, His3’CaH–His3’NH, or His3’NH–Phe2’CaH, or they
could be the resultants of different contributions of these. For
simplicity, the molecule has been ideally dissected in three
separate regions. A first region, comprising Cys1 and Cys1’, in
which the spin systems are overlapping, a second region, com-
prising His4 and His4’, in which the spin systems are distinctly
separated, and a third region comprising amino acids Phe2,
His3, Phe2’, His3’, where NOEs were assigned only with a
marked uncertainty. A total of 52 observed NOEs (Table 4),
mostly sequential or intraresidue, were used in preliminary
structure calculations. Distance restraints derived from these
NOEs were introduced in simulated annealing (SA) torsion-
space calculations performed by using the DYANA package
and the best 20 structures in terms of target functions were
selected from among 200 structures sampled in torsion-space
simulated-annealing calculations. Figure 6 shows the superpo-
sition of backbones of amino acids 2, 3, and 4 (blue) and the
corresponding amino acids 2’, 3’, and 4’ (white) obtained in
these 20 structures. In this preliminary low-resolution model,
we could observe two regions encompassing residues 2’–4’
and 2–3 with well-defined backbone conformations, while the
region involving the lysine and cysteine residues was quite un-
determined. The overall data suggest that the disulfide bridge


and the lysine side chain (Figure 6) are characterized by a
marked flexibility and work as a sort of hinge around which
both copies of the rigid Phe-His-His tripeptide can freely fluctu-
ate.


Figure 4. A) SDS PAGE analysis of affinity-purified 7H3 fragments derived upon papain (A and B) and pepsin (C)
digestion. F(ab)’2 and Fab fragments were fully retained by the columns, while Fc was not.


Table 2. Comparative binding of enzyme-fragmented monoclonal anti-
bodies by immobilized protein A and FcRM.[a]


Recognition by FcRM/pA
papain fragments pepsin fragments


mAb F(ab’)2 Fab/c Fab Fc F(ab’)2


7H3 + /� n.o. + /� �/ + + /�
(mouse IgG1)
9B11 + /� n.o. + /� + / + + /�
(mouse IgG2a)
ST2146 n.o. + / + + /� + / +


(mouse IgG2b)


[a] The + symbol indicates binding by the corresponding ligand, where-
as the � symbol indicates no binding. n.o. = not obtained. Experimental
conditions are reported in the Experimental Section. Abbreviations for
fragments are explained in the text.
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Discussion


By screening a peptide library of general formula (NH2-Cys1-
X2-X3-X4)2-Lys-Gly, where the molecules have been cyclized by
bridging the thiol groups of the two cysteine residues, we
have identified a peptide able to specifically bind immunoglo-
bulins of the G class. The selected ligand is able to recognize a
number of monoclonal antibodies of different isotypes, as well


Figure 5. Multiple alignment of human IgG1, mouse IgG1, IgG2a, and IgG2b, and rabbit, sheep, and rat IgG. In the upper part of the figure, the sequence of
human FcgRIIIA, along with binding contacts between the receptor and the human Fc are depicted.[36] The lower hinge region, the tripeptide Phe130-His131-
His132 (FHH), and the dipeptide His116-Lys117 (HK) on the receptor sequence are boxed. The asterisk indicates the position of papain cleavage.


Table 3. The chemical shifts (d) of peptide protons. Values are given in
ppm relative to internal [D6]DMSO (2.49 ppm).


Proton Chemical shift Proton Chemical shift


Cys1 NH2 8.86 Cys1’NH2 8.83
Cys1 Ha 4.54 Cys1’Ha 4.52
Cys1 Hb 3.04/2.72 Cys1’Hb 3.04/2.72
Phe2 NH 8.69 Phe2’NH 8.73
Phe2 Ha 4.43 Phe2’Ha 4.43
Phe2 Hb 3.03/2.92 Phe2’Hb 3.03/2.92
Phe2 H2 + H6 7.17 Phe2’H2-H6 7.17
Phe2 H3 + H5 7.24 Phe2’H3-H5 7.24
Phe2 H4 7.20 Phe2’H4 7.20
His3 NH 7.99 His3’NH 8.02
His3 Ha 4.51 His3’Ha 4.42
His3 Hb 3.10/3.01 His3’Hb 3.02/2.90
His3 H2 – His3’H2 7.14
His3 H4 – His3’H4 8.57
His4 NH 7.99 His4’NH 8.02
His4 Ha 4.51 His4’Ha 4.42
His4 Hb 3.10/3.01 His4’Hb 3.04/2.91
His4 H2 8.62 His4’H2 8.57
His4 H4 7.18 His4’H4 7.16
Lys5 NH 8.20
Lys5 Ha 4.21
Lys5 Hb 1.67/1.47
Lys5 Hg 1.17
Lys5 Hd 1.30
Lys5 He 3.06/2.92
Lys5 NH 7.95
Gly6 NH 8.35
Gly6 Ha 3.81/3.72


Table 4. The relevant unambiguous backbone NOEs[a] observed for the
peptide.


NOE Intensity NOE Intensity


Phe2 NaH–His3 NaH m His4 CaH–Lys5 NaH s
His4 NaH–Lys5 NaH m Lys5 CaH–Lys5 NaH w
Lys5 CaH–Gly6 NaH m Lys5 NaH–Gly6 NaH m
Lys5 NaH–His4 Hbl w Lys5 NaH–His4 Hbh m
Lys5 NaH–His4’H4 m Lys5 NaH–His4 H4 m
Gly6 NaH–Lys5 Hbl w Gly6 NaH–Lys5 Hbh m
Gly6 NaH–Lys5 Hg w His4’CaH–Lys5 NeH m
Phe2’NaH–His3’NaH m


[a] The NOEs corresponding to distances of 2.5 � are classified as strong;
those corresponding to distances of 2.5–3.5 � are classified as medium;
those corresponding to distances of 3.5–4.5 � are classified as weak.


Figure 6. Structural models of the peptide as obtained by the NMR analysis.
Superposition of amino acids 2, 3, and 4 (blue) and the corresponding resi-
dues 2’, 3’, and 4’ (white) from the best 20 structures. The numbering
scheme is shown in Scheme 1 B.
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as polyclonal antibodies from different sources (human,
mouse, rabbit, sheep, and rat) with good affinity but without
an apparent specificity. These properties clearly suggest that
the binding site on the antibodies must be localized outside
the antigen-combining site and must include structural fea-
tures common to all recognized IgGs. This deduction is
strengthened by the observation that binding to a set of
mAbs (7H3, 4E10, 9B11), all against the TNFR,[53] could not be
displaced by soluble TNFR. Comparative studies by affinity
chromatography carried out with fragmented antibodies and
immobilized-FcRM columns (Table 2) have proven that the
peptide recognizes both the Fab and Fc fragments from all im-
munoglobulins, except IgG1. For this subtype, only Fab was
shown to interact with the immobilized ligand, while Fc was
entirely recovered in the flowthrough fraction (Figure 4 A and
B).


Fab binding has also been assessed by ELISA competition
assays (see the Supporting Information, Figure S3), thereby
confirming the specificity of this interaction.


The peptide contains two copies of the Cys-Phe-His-His tet-
rapeptide sequence, where the cysteine residues, introduced
into the general library structures to achieve cyclization, do
not contribute to binding since they present in all library com-
ponents. Interestingly, the tripeptide sequence Phe-His-His is
present on an exposed loop (the loop C’[30, 31]) of the human
FcgRIII peptide (Phe130–His132, Figure 5) that, as evidenced in
the crystallographic structure of its complex with a human Fc
fragment,[30, 31] is heavily involved in Fc binding. From inspec-
tion of this structure, it emerges that the two histidine resi-
dues, together with the His116–Lys117 dipeptide on an adja-
cent loop (loop C[30, 31]), form a patch of four amino acids, dis-
persed on the corner of an almost perfect square with an edge
of around 5 �, whose side chains perpendicularly protrude
toward the Fc and make many contacts with amino acids from
the lower hinge region, namely Lys234–Ser239[30] (Figure 5).
These two adjacent loops closely resemble the ligand struc-
ture, which, in place of a lysine bears the similarly basic amino
acid histidine. The structure analogy between the peptide
ligand and the receptor site is further supported by the NMR
analysis, which has evidenced a very high flexibility around the
lysine and the disulfide bond but a noticeable rigidity in the
two tripeptide backbones, a result could favor the mobility of
the side chains. As can be seen in Figure 5, the lower hinge
sequence, which is the N-terminal part of the Fc domain, is
highly conserved in mouse IgG2a, IgG2b, and IgG3 and in
rabbit, sheep, and rat IgG (all recognized by the peptide),
while it is fully substituted by the sequence VPEVSS in
mouse IgG1, from which is derived the only Fc fragment not
interacting with immobilized FcRM (Figure 4 A and B; see also
the Supporting Information, Figure S3). These observations
strongly suggest that the lower hinge region is involved in
peptide binding; the peptide, in turn, could work as a mimic
of the receptor binding site. From our experiments, no hypoth-
esis or predictions can be made about the second interaction
site on the Fab region.


The apparent global dissociation constant relative to 7H3
and FcRM is about 20 mm (as measured in a competition ELISA


assay), a value that is comparable to that similarly evaluated
for the NC-FcRM. The LIN peptide, by contrast, is incapable of
interfering with the FcRM-7H3 interaction, a fact suggesting
that the minimal unit able to efficiently recognize the antibody
is provided by the dimeric structure and that the N-terminal
cysteines are actually not involved in recognition or give only
a small contribution. Furthermore, cyclization is not a stringent
requisite for binding, since the two variants exhibit only tiny
differences, as evidenced mainly in binding experiments (see
the Supporting Information, Figure S1).


The peptide has proved useful as an affinity ligand for the
purification of IgG, since it is able to extract human polyclonal
antibodies from serum and monoclonal antibodies from crude
hybridoma supernatants (Figure 3 A–D). Although the chroma-
tographic properties of the peptide have not yet been opti-
mized (experiments are underway) and the column capacities
are still not comparable to those attainable with protein A or
other available synthetic ligands, the recovered antibodies are
highly pure with only very small protein contaminants derived
from the IgM or IgA fractions. As with the Kaptiv-GY system,[17]


FcRM offers the advantage of being synthetic and therefore in-
different to denaturation or unfolding. It can be reused many
times, even after treatment under the strong conditions re-
quired for cleaning and removal of pyrogens (sanitation),
which could be an advantage over protein A. The data suggest
that the peptide could bind Fc by mimicking the FcgRIII bind-
ing site,[30] but this hypothesis, which is appealing for the gen-
eration of Fc/FcR antagonists, needs further investigations.
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Highly Stable DNA Triplexes Formed with
Cationic Phosphoramidate Pyrimidine a-
Oligonucleotides
Thibaut Michel,[a] FranÅoise Debart,*[a] Fr�d�ric Heitz,[b] and
Jean-Jacques Vasseur[a]


Introduction


The ability of TFOs (triplex-forming oligonucleotides) to inter-
act specifically with polypurine/polypyrimidine double-strand-
ed DNA to form triplexes makes them candidates for repres-
sion of genomic transcription in the so-called antigene strat-
egy.[1–7] Moreover, several studies have shown the promise of
DNA triplexes for inducing gene recombination and repairing
genetic defects in mammalian cells.[8–10]


However, several restrictions limit the use of TFOs for poten-
tial gene therapy. Of these, the most significant problem is
weak binding of the third strand to the underlying DNA
duplex. The hybridisation of the TFO to double-stranded DNA
occurs in the major groove of the duplex and is the result of
Hoogsteen or reverse-Hoogsteen hydrogen bonds between
the nucleobases of the TFO and those of the duplex purine
strand. In the pyrimidine-motif triplex, cytosine protonation—
which occurs at a relatively acidic pH, far from physiological
conditions—is required to form C+ ·G:C triplets and conse-
quently to ensure triplex stability. Moreover, the low stability of
triplexes under physiological conditions is partly due to unfav-
ourable charge repulsion between the three negatively charg-
ed DNA strands. As a consequence, high, nonphysiological
levels of multivalent cations, such as Mg2 + ,[11] or polyamines
are crucial for triplex stabilisation.[12, 13]


To reduce charge repulsion, the grafting of cationic amino
groups to synthetic TFOs has been achieved.[14] However, up to
now, very few cationic modifications have efficiently improved
the ability of pyrimidine TFOs to form stable triplexes. As ex-
amples, the covalent attachment of spermine to C4 of 5-meth-
ylcytosine[15–17] or substitution of uracil-H5 with an aminopro-
pargyl side chain[18] have produced base-modified analogues
with attractive binding to duplex DNA. With regard to sugar
modifications, the combination of a positive charge and an


RNA-like conformation in 2’-aminoethoxy oligonucleotides
(ONs) has resulted in significant increases in triplex stability
even in comparison with 2’-O-methyl TFOs, clearly showing the
cationic effect of the substitution.[19, 20] Moreover, it has recently
been shown that the bis-amino compound 2’-aminoethoxy-5-
propargylamino-uridine dramatically enhances triplex stabili-
ty.[21, 22] The insertion of cationic groups into nucleobases or
sugars leads to zwitterionic ONs still bearing phosphate linkag-
es, whereas cationic backbone modifications can produce both
zwitterionic and fully modified cationic ONs.[23–31] Replacement
of anionic phosphodiester bonds with cationic phosphorami-
dates may result in favourable electrostatic interactions be-
tween the positively charged TFO and the negatively charged
DNA target. In addition, cationic ONs would be expected to
have better cellular permeation properties than anionic ONs.[32]


Finally, cationic phosphoramidate TFOs present other advan-
tages: they are not degraded by nucleases and their synthesis
can be performed by small changes to existing automated
DNA synthetic processes.


In most cases, modifications of phosphate groups induce de-
stabilisation of the hybrids. This presumably results from the
diastereoisomerism due to phosphorus chirality, in comparison
with unmodified phosphodiester (PO) b-ONs. Indeed, of the
mixtures of diastereoisomers, only a few possess the optimal
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LCOBS, UMR 5625 CNRS-UMII, CC 008, Universit� Montpellier II
Place Eug�ne Bataillon, 34095 Montpellier Cedex 05 (France)
Fax: (+ 33) 4-6704-2029
E-mail : debart@univ-montp2.fr


[b] Dr. F. Heitz
CRBM, FRE 2593 CNRS
1919 Route de Mende, 34293 Montpellier Cedex 05 (France)


The ability of cationic phosphoramidate pyrimidine a-oligonu-
cleotides (ONs) to form triplexes with DNA duplexes was investi-
gated by UV melting experiments, circular dichroism spectroscopy
and gel mobility shift experiments. Replacement of the phospho-
diester linkages in a-ONs with positively charged phosphorami-
date linkages results in more efficient triplex formation, the tri-
plex stability increasing with the number of positive charges. At a
neutral pH and in the absence of magnesium ions, it was found
that a fully cationic phosphoramidate a-TFO (triplex-forming


oligonucleotide) forms a highly stable triplex that melts at a
higher temperature than the duplex target. No hysteresis between
the annealing and melting curves was noticed ; this indicates fast
association. Moreover, the recognition of a DNA duplex with a
cationic a-TFO through Hoogsteen base pairing is highly se-
quence-specific. To the best of our knowledge, this is the first
report of stable triplexes in the pyrimidine motif formed by cat-
ionic a-oligonucleotides and duplex targets.
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combination of physical, chemical and biological proper-
ties.[26, 33] Despite this weak binding, the replacement of PO
linkages with positively charged phosphoramidate linkages in
a purine TFO resulted in efficient triplex formation.[27] More-
over, these purine cationic TFOs specifically inhibited the ex-
pression of a plasmid DNA injected into Xenopus oocytes.[28, 34]


For some years our group has been developing phosphor-
amidate a-anomeric ONs, which form stable parallel-stranded
duplexes with complementary natural DNA and RNA.[35, 36] Fur-
thermore, we demonstrated that nonionic phosphoramidate a-
ONs form more stable triplexes than their b-analogues and
natural ONs.[37, 38] Although interesting, the stability of these tri-
plexes under physiological pH conditions remained low. To im-
prove the binding of these analogues, we introduced cationic
dimethylaminopropyl phosphoramidate (PNHDMAP) linkages
into ONs with a-anomeric configurations (Scheme 1). We first


established that the stereoisomerism of a single cation-
ic PNHDMAP linkage introduced into an a-ON was not
detrimental to the stability of hybrids formed with
DNA or RNA, regardless of the isomer considered.[35]


We then incorporated three to five cationic PNHDMAP
linkages into phosphodiester a-dodecamers through
dinucleoside building blocks containing a PNHDMAP
linkage. In comparison with natural b-POs, or even
with nonionic phosphoramidate a-ONs, the thermal
stabilities of triplexes formed with these chimeric PO/
PNHDMAP a-TFOs were considerably enhanced.[30]


More recently, we showed that cationic PNHDMAP a-
ONs tightly bind to RNA with high specificity and were
capable of arresting RNA translation by interfering with
the hepatitis C virus internal ribosome entry site in a
whole-cell assay without transfecting agents.[29] These
promising data have prompted us to evaluate the hy-
bridisation properties of cationic PNHDMAP pyrimidine
a-TFOs with double-stranded DNA in depth.


In this paper we focus on the stabilities of triplexes
formed with various cationic phosphoramidate pyrimi-
dine a-TFOs containing increasing numbers of positive
charges. Particularly interestingly with respect to possi-


ble therapeutic and diagnostic purposes, we show by UV melt-
ing, CD spectroscopy and gel mobility shift experiments that
these cationic TFOs bind with extraordinary high affinity and
specificity to their DNA targets under pH and salt conditions
that approximate physiological conditions.


Results


Cationic a-ONs form highly stable triplexes over a wide pH
range


UV melting studies : The thermal stabilities of complexes gen-
erated by pyrimidine a-ONs 3–5 (12 nucleotides in length) con-
taining an increasing number (five to 11) of cationic PNHDMAP
internucleotide bonds with duplex DNA targets were evaluated
by UV absorption spectroscopy (Table 1). We determined melt-
ing temperatures (Tms) by thermal denaturation and renatura-
tion experiments. No differences between the thermal associa-
tion and dissociation curves of the TFOs hybridised to DNA tar-
gets were observed except in the case of the unmodified PO
b-TFO 1. The melting curve of duplex target I, which is pre-
organised in a hairpin structure (34 nucleotides in length) and
contains a 12 bp polypurine:polypyrimidine region was mono-
phasic and pH-independent (Tm = 74 8C). Binding of the PO b-
TFO 1 occurs in a parallel orientation with respect to the
purine strand of target I, by Hoogsteen base pairing. In con-
trast, all the phosphoramidate a-ONs obtained as diastereoiso-
meric mixtures bind to the DNA duplex purine strand with an
antiparallel orientation as Hoogsteen third strands.[37, 38]


At pH 7, the melting of the complex b-TFO 1 with duplex I
remained monophasic, with only one transition at 74 8C,
whereas the melting of a-TFO 3 with duplex I was biphasic,


Scheme 1. Cationic analogues: dimethylaminopropyl-phosphoramidate
(PNHDMAP) a-oligodeoxynucleotides.


Table 1. Targets and oligonucleotides synthesised.


ON Sequence 5’!3’[a] Anomeric Internucleotide
configuration backbone[c]


of sugar[b]


Hairpin duplex targets
I GCAAAGAAGGAGAACTTTTGTTCTCCTTCTTTGC b PO


II GCAAAGAAAGAGAACTTTTGTTCTCTTTCTTTGC b PO
III GCAAAGAGAGAGAACTTTTGTTCTCTCTCTTTGC b PO


Short-strand duplex target
IV AAAGAAGGAGAA b PO


TTCTCCTTCTTT b PO
Long-strand duplex target


V GAGGAAAGAAGGAGAAGAGA b PO
TCTCTTCTCCTTCTTTCCTC b PO


Pyrimidine TFO
1 TTTCTTCCTCTT b PO
2 T + T + T + C + T + T + C + C + T + C + T + T b 11 PNHDMAP
3 TTCT + C + C + T + T + CTTT a 5 PNHDMAP
4 TT + C + T + C + C + T + T + C + T + TT a 9 PNHDMAP
5 T + T + C + T + C + C + T + T + C + T + T + T a 11 PNHDMAP


[a] Bold uppercase: TFO binding site (12-mers) in the duplex target sequences;
bold, italic and underlined uppercase: mismatches in target sequences II and III ;
symbols + : dimethylaminopropyl-phosphoramidate backbones. [b] b-TFOs 1 and 2
have parallel orientations with respect to the purine strand of the duplex and a-
TFOs 3, 4 and 5 have antiparallel orientations. [c] PO: phosphodiester; PNHDMAP:
dimethylaminopropylphosphoramidate.
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with a first transition—the melting of the triplex to a duplex—
at low temperature (26.5 8C) and the second transition—the
melting of the target I—at higher temperature (74 8C; Table 2).


Interestingly, the complexes with a-TFOs 4 and 5 each showed
only one transition, with Tm values of 74 8C and 79 8C, respec-
tively, which could be identified as direct melting of the triplex
to its constituent single-strand DNA. The double modifica-
tion—a-anomeric configuration and PNHDMAP linkages—
greatly increased the thermal stability of the complexes: see,
for example, the unmodified phosphodiester b-ON 1 and the
fully cationic a-ON 5. In comparison, a fully nonionic methoxy-
ethylphosphoramidate (PNHME) a-TFO formed a less stable
triplex (Tm = 23, 39.5 and 55 8C at pH 7, 6.2 and 5.5, respective-
ly).[37] This stabilisation was enhanced with increasing numbers
of cationic linkages in the a-TFO.


At pH 6.2, transitions due to the dissociation of TFOs 1 or 3
from the duplex I were observed, with Tm values of 19 8C and
44 8C, respectively. The a-TFOs 4 and 5 each formed a complex
with one transition and a Tm value (80 8C and 85 8C) higher
than the Tm of the duplex I (74 8C). At acidic pH (5.5), the two
transitions were not well resolved with a-TFO 3, and only the
first parts of the melting curves were detectable below 85 8C
for 4 and 5, but no Tms could
be determined. It is noteworthy
that the Tm of the complex
formed with the fully cationic
a-TFO 5 was extremely high
even at pH 7.4 (74 8C).


As would be expected with
the CT pyrimidine triplex motif,
the melting profiles were pH-
dependent and the Tm values
shifted to lower temperatures
at high pH values. When the pH
was increased from 6.2 to 7.0,
this effect was significantly
more pronounced for triplexes
formed with a-TFO 3 (DTm =


17.5 8C) than with a-TFOs 4 and
5 (DTm = 6–6.5 8C). Similarly,
when the pH was raised from 7


to 7.4, the Tm of the triplex formed with a-TFO 4 dropped by
28 8C relative to pH 7 whereas with a-TFO 5 the decrease was
only 5 8C. The higher the number of cationic linkages, the
lower the pH dependence of the complex stability. Thus, cat-
ionic internucleotide linkages counterbalanced the destabilis-
ing effect of pH.


As these monophasic melting profiles were exceptional, we
repeated UV melting experiments at pH 7 with a short duplex
target IV (12 bp in length) in order to form a triplex with three
separated single strands. This shorter duplex IV melts at a
much lower temperature (Tm = 34.5 8C) than the hairpin duplex
I (Tm = 74 8C; Figure 1; Table 2). The triplex with the unmodified
b-TFO 1 showed two-step melting, with Tm values at 7.5 8C and
34.5 8C. With a-TFO 3, the two melting transitions were not
properly resolved but the low-temperature transition at 20.5 8C
could be assigned to the melting of the triplex into the duplex
I and the free single strand 3. On the other hand, when the
number of cationic linkages was increased from five to nine or
11 in a-TFOs 4 and 5, only one transition was observed, at a
higher temperature (42 8C and 47.5 8C) than for the duplex Tm


(34.5 8C). The stabilities of the complexes formed between 4 or
5 and their target IV were higher than that of duplex IV and in
the case of the fully PNHDMAP-modified a-TFO 5 the Tm was
over 40 8C higher than that of the reference triplex at neutral
pH.


The sharpness of the melting curve observed at 260 nm
with an a-TFO was indicative of cooperativity, whereas a very
broad transition (Tm = 32.5 8C) was obtained with b-TFO 2, con-
taining 11 PNHDMAP linkages (data not shown). Furthermore,
it is notable that 15 minutes incubation of the samples before
the melting experiments were sufficient to provide optimal
binding. No differences between the hybridisation curves and
the melting curves were observed with a-TFOs 3, 4 and 5, indi-
cating fast association, whereas hysteresis was noted with the
unmodified PO b-TFO 1 under the same experimental condi-
tions. Another finding is that triplexes with the short duplex IV
and the cationic a-TFO were less stable than with the longer
hairpin target I. This contrasts with the already reported behav-


Table 2. Melting temperatures (Tms) of the triplexes.[a]


b-TFO a-TFO
Duplex target pH 1 3 4 5


I[b] 5.5 29.0 56.0 >86.0 n.d.[c]


6.2 19.0 44.0 80.0 85.5
7.0 <5 26.5 74.0 79.0
7.4 n.d.[c] n.d.[c] 46.0 74.0


IV[b] 7.0 7.5 20.5 42.0 47.5


[a] Tm values for triplex melting are given in 8C and were measured at
260 nm in NaCl (100 mm), sodium cacodylate (10 mm) buffer, c = 3 mm.
[b] Tm of the hairpin I = 74 8C and of duplex IV = 34.5 8C. [c] n.d. = no Tm


determined.


Figure 1. UV melting curves (260 nm) of duplex DNA IV (a) and of the complexes formed with target IV and
b-TFO 1 (^), a-TFO 3 (&), a-TFO 4 (~) or a-TFO 5 (*) in sodium cacodylate (10 mm), NaCl (100 mm), 3 mm, pH 7.
Curves represented by using offsets, started at absorbance of 1.
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iour of triplexes formed with b-TFOs and targets of various
lengths.[39]


Stoichiometry of complexes


To verify that the three strands (a-TFO 5, GA and CT strands of
target IV) would combine to form a triplex containing one
strand of each oligonucleotide,[40, 41] the binding stoichiometry
of the fully cationic a-TFO 5 with the duplex IV was deter-
mined by the continuous variation method (Job plot).[42] Thus,
mixing curves of the absorbance vs. mole fraction of TFO 5
and target IV were constructed (Figure 2). A rising mole frac-
tion of TFO 5 relative to target IV reduced the absorbance at
260 nm and 280 nm to an inflection point at 0.5 mole fraction.
This value establishes the combination of the a-TFO 5 and the
two strands of the DNA target IV in the formation of an a-
TFO/DNA:DNA triplex.


The recognition of duplex DNA with cationic a-TFOs is
sequence-specific


If the electrostatic interaction between a cationic a-TFO and
an anionic double-stranded DNA in a triplex is significant, the
binding could become unspecific and independent of Hoog-
steen base-pairing recognition. To study the sequence specifici-
ty of the binding, a-TFOs 3, 4 and 5 were allowed to form tri-
plexes at pH 7 with DNA hairpins II and III. These targets con-
tain an A:T base pair—to create a Hoogsteen mismatch (C/A:T
instead of C/G:C)—and two contiguous G:C and A:T base pairs
to generate two Hoogsteen mismatches (T/G:C and C/A:T in-
stead of T/A:T and C/G:C), respectively. Introduction of one
C/A:T mismatch in the hybrids between cationic a-TFOs 3 or 4
and DNA target II decreased the Tms by 18.5 8C (Tm = 8 8C) and
14 8C (Tm = 50 8C), respectively (Table 3). Two contiguous mis-
matches were detrimental to triplex formation by a-TFOs 3 or
4 and hairpin III (Tm<3 8C and 34 8C). Furthermore, when the
pH was decreased from 7 to 6.2, the specificity was not affect-
ed, since one or two mismatches in the triplex formed by ON
3 and target II induced 20 8C or 38 8C destabilisations, respec-
tively (Table 3). It is noteworthy that the triplex transitions


were very broad in the case of a-TFO 4, indicating a loss of co-
operativity, the Tm values being determined approximately.
Finally, no triplex formation was observed when the fully modi-
fied a-TFO 5 was in the presence of hairpin II or III at pH 7,
only the duplex transition being detected.


Circular dichroism


To confirm triplex formation and to gain more information on
the structures of the triplexes involving b-TFOs 1/2 or a-TFOs
3–5, CD wavelength-dependent spectra were measured at dif-
ferent temperatures from 2 8C to 65 8C and at neutral pH. The
CD spectra of the unstructured oligonucleotides are typically
characterised by low-ellipticity bands in the 210–300 nm
region,[43] and the formation of secondary structure is usually
accompanied by large increases in ellipticity values. CD may be
used to assess the interactions between duplex and third
strand by comparing the CD spectrum of a mixture of the
target duplex and the third strand under triplex-forming condi-
tions to the mathematical sum of the CD spectra of the duplex
and the third strand recorded separately under identical
conditions.


At low temperature, the CD spectra of b-TFOs 1 and 2 each
showed a positive band centred at 275 nm, followed by a wide
negative band with two shoulders at 242 and 215 nm (Fig-
ure 3 A). We noted a difference only in the intensity of the pos-
itive band, which was higher for PO b-TFO 1 between 300 and
260 nm. Furthermore, when the temperature was increased to
65 8C, only minor changes in the CD spectrum of PNHDMAP b-
TFO 2 were detected (Figure 3 B). The intensity of the positive
band was reduced by about 14 %, whereas for PO b-TFO 1 the
decrease was about 30 %. No change was observed in the neg-
ative bands in the 210–260 nm wavelength range.


At 2 8C, the CD spectra of a-TFOs 3, 4 and 5 were different
from those of b-ONs 1 and 2, with a large negative band cen-
tred at 270 nm and a smaller one at 224 nm (Figure 3 A). Upon
increasing the temperature, we observed decreases in the CD
signals for the three a-TFOs (Figure 3 B). This decline (30 %)
was greater with ON 3, containing five PNHDMAP linkages,
than with the fully backbone-modified TFO 5 (19 %). As we ob-
served for b-TFO 1 and 2, the CD spectra of a-ONs with high
contents of PO linkages were more temperature-dependent.


The CD spectra of the duplex target IV (12 bp length) each
exhibited a positive band in the 300–230 nm wavelength


Figure 2. UV absorbance (260 nm and 280 nm) of mixtures of a-TFO 5 and
the complementary duplex target IV at 2 mm total concentration in sodium
cacodylate (10 mm), NaCl (100 mm), pH 7 and at 15 8C.


Table 3. Influence of one or two mismatches on the Tms of triplexes.[a]


Duplex DNA target
a-TFO pH I II (1 mismatch) III (2 mismatches)


5 7.0 79.0 No triplex No triplex
4 7.0 74.0 50.0 (�24.0)[b] 34.0 (�40.0)[b]


3 7.0 26.5 8.0 (�18.5)[b] <3.0
3 6.2 44.0 24.0 (�20.0)[b] 6.0 (�38.0)[b]


[a] Tm values for triplex melting are given in 8C and were measured at
260 nm in NaCl (100 mm), sodium cacodylate (10 mm) buffer, c = 3 mm.
[b] DTm compared to regular triplex with I.
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range (centred at 277 nm), a negative band of nearly equal ro-
tational strength, centred at 245 nm and a zero crossover
point at 260 nm (Figure 3 C). Qualitatively, the spectra of
duplex IV are characteristic of the DNA-B form.[43] From 25 8C to
65 8C, the ellipticity of the CD band located at 277 nm dramati-
cally decreased whereas the ellipticity of the negative band lo-
cated at 245 nm increased, which reflects dissociation of the
duplex structure into single strands. The CD spectrum at 65 8C
clearly has the shape of the denatured DNA spectrum. Below
230 nm, the spectra of duplex IV had positive ellipticity.


The CD spectrum of the mixture of duplex IV and b-TFO 1
showed one positive band centred at 277 nm and two nega-
tive bands at 245 nm and 210 nm (Figure 4 A, left). In relation
to the spectrum of the target duplex IV, the additional nega-
tive band at 210 nm disappeared upon increasing the temper-


ature from 2 8C to 20 8C, whereas the intensity of the band at
245 nm did not change. The magnitude of this latter band de-
creased when the temperature was increased from 25 8C to
55 8C, which corresponds to the melting of the duplex IV. Dif-
ference spectra (in which the sum of the duplex and the
single-strand spectra is subtracted from the mixture spectrum)
showed the parts of the spectrum specific to the triplex (data
not shown). As reported,[44] the negative band at 210 nm is
indicative of the existence of a triplex structure in poly-
(d(AG).d(CT)) complexes. This characteristic feature was also
observed with triplexes formed with N3’!P5’ phosphorami-
date TFOs.[45] Careful analysis of the CD spectra revealed that
triplex melting could be detected at 210–220 nm and duplex
melting at wavelengths between 240 and 250 nm. In this way
it is possible to distinguish triplex and duplex melting inde-
pendently of each other by plotting the ellipticity as a function
of the temperature at the selected wavelengths of 210 nm and
245 nm, respectively (Figure 4 A right).[46, 47] The CD melting
curve of the mixture of duplex IV and TFO 1 obtained at
245 nm was completely superimposable on the curve of
duplex IV alone; this indicated that the wavelength of 245 nm
was ideal for following duplex melting. The CD melting curve
recorded at 210 nm was distinct from the curve of duplex IV
with a much lower transition (Tm�10 8C), which corresponds
to triplex melting. These selective CD melting curves are partic-
ularly useful in cases in which duplex and triplex melting over-
lap, as they allow the individual observation of each melting
process.


The CD spectra of a-TFO 3 hybridised to duplex IV were dif-
ferent from spectra obtained for reference triplex with b-TFO 1
(Figure 4 B). Below 30 8C they only presented two negative
bands at 210 nm and 264 nm, whereas the ellipticity of the
band at 210 nm increased (from �15 mdeg to �4 mdeg) with
temperature (from 2 8C to 30 8C), while the band at 264 nm did
not change. This result indicated the melting only of the tri-
plex. Above 35 8C we no longer observed a negative band at
210 nm, but a new positive band centred at 218 nm appeared
in the spectra from 35 8C to 65 8C. At the same time, the inten-
sity of the negative band at 264 nm was reduced by about
42 % at 65 8C and a blue shift of about 9 nm was observed
with increasing temperature to 65 8C.


With a-TFOs 4 or 5, containing nine or 11 PNHDMAP linkag-
es, the CD spectra recorded below 50 8C were very similar, one
positive band at 281 nm and two negative bands centred at
248 nm and 210 nm being observed in each case (Figure 4 C,
left). When the temperature was increased to 65 8C the three
bands weakened dramatically, even disappearing in the case of
the bands at 281 nm and at 210 nm. Only the band around
250 nm still remained, but it became wide and we observed a
red shift to 258 nm. Note that at 65 8C a new positive band ap-
peared at 218 nm in both cases. The UV melting curve of the
complex of ON IV and a-TFO 5 showed only a transition at
pH 7 indicating an equilibrium between the triplex form and
single strands. The CD melting curves of the same complex
plotted at 210 nm and 248 nm were perfectly superimposable,
which confirms the simultaneous melting into three strands at
high temperature (Figure 4 C, right).


Figure 3. Wavelength-dependent CD spectra of single strands (30 mm): b-
TFO 1 (blue), b-TFO 2 (green), a-TFO 3 (turquoise), a-TFO 4 (black), a-TFO 5
(red) at A) 2 8C and B) 65 8C, and C) of duplex IV from 2 8C to 55 8C in sodium
cacodylate (10 mm), NaCl (100 mm), pH 7.
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Gel mobility shift assays


Formation of triplex was confirmed by EMSA (the binding of a
third strand slows down the migration of the target duplex).
By varying the TFO concentration (10, 100 and 1000 nm) it is
possible to determine an apparent KD, the concentration at
which 50 % of the triplex is formed. It is noteworthy that this
method only gives estimations of dissociation constants (KD


values are given �30 %). We performed EMSA with a 20 bp
duplex V with the purine strand labelled (Figure 5). At pH 7.2
and low temperature (4 8C), in the presence of NaCl (100 mm),
no retarded band was observed with POs b-TFO 1 and a-
TFO 3, up to 1 mm. This lack of triplex formation could be ex-
plained in terms of the pH of the medium, far from the acidic
conditions necessary for the cytosine protonation required for
CGC triplet stabilisation. In contrast, a-TFOs 4 and 5, contain-


Figure 4. Wavelength-dependent CD spectra and CD melting curves (pH 7) for complexes with A) b-TFO 1 and target duplex IV: detection of triplex at
210 nm (a) and duplex melting at 245 nm (c). B) a-TFO 3 and IV: detection of triplex at 210 nm (a) and duplex melting at 265 nm (c). C) a-TFO 5
and IV: detection at 210 nm (a) and 248 nm (c). CD melting curves of duplex IV in (A) and (C) are represented by dotted lines.
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ing nine and 11 cationic internucleotide linkages, respectively,
and b-TFO 2 showed a greater affinity for duplex V than 1 and
3. The relative intensities of the retarded bands increased with
TFO concentration, except in the case of a-TFO 4, where a pla-
teau was rapidly reached at 0.1 mm, indicating that the shift to
the triplex form was incomplete. The triplex formed with a-
TFO 5 was slightly more stable (KD = 0.02 mm) than that formed
with a-TFO 4 (KD = 0.06 mm) but interestingly more stable than
b-TFO 2 (KD>1 mm). The migration of the triplex formed with 5
is slightly slower than that with 4, a result of the increased cat-
ionic nature of 5. Because of the similar net charges, the mobi-
lities of the triplex bands formed with b-TFO 2 or a-TFO 5 were
similar.


Discussion


The low strength of ON binding to a double-stranded DNA
target to form a triplex is a major obstacle to their utilisation
for gene targeting under physiological conditions.[10] Indeed,
formation of a triple helix involves strong electrostatic repul-
sion between the negatively charged partner strands. Reduc-
ing the negative charge on the third strand by the introduc-
tion of cationic backbones is an attractive potential means to
enhance triple helix stability. The experiments and the results
described here demonstrate the potential of cationic phos-
phoramidate a-TFOs to overcome the limitations of unmodi-
fied TFOs.


The incorporation of cationic internucleotide linkages into a
pyrimidine a-TFO increased the stability of triplexes formed
with a double-stranded DNA target. The increase in Tm was
positively correlated to the number of cationic linkages. The a-
anomeric configuration of the nucleosides compensates for
the destabilisation and for the lack of melting cooperativity ob-
served with phosphoramidate b-TFO analogues due to the
mixture of diastereoisomers resulting from the phosphorus
atom chirality.[26, 31] In the past, we had already demonstrated
that inversion of the anomeric configuration (from b to a) in
fully modified nonionic N-alkylphosphoramidate ONs increased
their affinities for single-stranded DNA and RNA[35] and for
duplex DNA.[37, 38] Thus, although phosphate modifications
induce phosphorus chirality, the use of a diastereoisomer mix-
ture is not detrimental for triplex formation with neutral oligo-
nucleotides composed of a-deoxyribose units. However the a-
configuration is not solely responsible for the cationic a-TFO
behaviour. Indeed we recently reported that cationic a-ONs


bound more tightly than nonanionic a-analogues to DNA or
RNA targets.[29] Duplex DNA targeting follows the same rule.
Actually, PNHDMAP a-ONs combine the stabilising effect of
the a-configuration of the sugar moieties with the cationisa-
tion of the internucleotide linkages (the cationic effect) reduc-
ing the electrostatic repulsion between the strands involved
in nucleic acid complexes. As a consequence, the binding
strengths of cationic phosphoramidate a-TFOs to duplex DNA
are higher than for their neutral analogues.


At pH 7, the triplex formed with the fully cationic a-TFO is
more stable than its host duplex. The formation of a triple
helix without a detectable double-helical intermediate had pre-
viously been observed for some pyrimidine TFOs producing
very stable triplexes with purine targets, such as N3’!P5’
phosphoramidates,[45, 48] and 2’-O-aminoethyl TFOs.[49] This
could be explained in terms of a strong interaction between
the third strand and the purine strand of the duplex. During
the complex melting, the single transition can be identified as
a direct melting of the triplex to its single-strand DNA constitu-
ents or by the disruption of the third-strand interaction being
followed straightaway by the duplex melting.


The general observation that triplex formation is slow with
unmodified pyrimidine TFOs does not hold for cationic pyrimi-
dine a-TFOs.[50] Thus, incubation times of several hours at 4 8C
are required to obtain complete triplex formation with regular
TFOs, whereas cationic a-TFO binding reached its maximum
within a very short incubation time. In the gel electrophoresis
experiments, the samples were incubated for 17 h to allow tri-
plex formation with PO b-TFOs, but this long incubation time
was not required for triplex formation with cationic a-TFOs.
Furthermore, the perfect superimposition of the melting and
annealing curves shows that the triplex formation is complete
during the hybridisation process of cationic a-TFOs and the
rate of triplex formation is much faster than with unmodified
pyrimidine TFOs under the experimental conditions used in
this study.


The triplexes formed with pyrimidine cationic a-TFOs are
less sensitive to pH than phosphodiester TFOs. Generally, in-
creasing the pH lowers triplex stability due to the lack of cyto-
sine protonation and the consequent loss of a Hoogsteen hy-
drogen bond in the C/G:C triplet.[51] Apparently, the cationic
backbones partly compensate for the lack of cytosine protona-
tion as the pH rises. Consequently, cationic PNHDMAP a-TFOs
form stable triplexes at neutral pH. In comparison, Letsinger
et al. ,[26] have shown that pyrimidine ONs (15-mers) containing


Figure 5. Analysis of complexes formed by a- or b-TFOs 1–5 with DNA duplex V by gel mobility shift assay at pH 7.2 and 4 8C. ss: single-stranded DNA. ds:
double-stranded DNA. ts: triple-stranded DNA. The 5’-32P-labeled purine strand is marked by an asterisk.
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alternating anionic PO and stereouniform cationic PNHDMAP
linkages bind to duplex DNA at pH 7 to form triplexes, but
only one of the zwitterionic isomers formed a relatively stable
triplex (Tm = 24 8C). Here, a-TFOs 3, 4 and 5 were used as dia-
stereoisomeric mixtures and their affinities for the duplex tar-
gets were higher. Furthermore, other cationic linkages such as
N,N-dimethylaminoethyl phosphoramidates incorporated into
phosphodiester b-TFOs were reported to produce decreases in
triplex stability with respect to the parent all-phosphate tri-
plex.[31] In a case in which all the PO bonds were replaced by
positively charged diethylaminoethyl (DEED) phosphoramidate
moieties, a b-TFO was shown to associate with a duplex target
with high affinity.[27] The dissociation constant for triplex forma-
tion was estimated to be 10 mm, whereas our results show a KD


of 0.02 mm for the fully cationic PNHDMAP a-TFO. It seems
that cationic a-TFOs bind to duplex target more efficiently
than cationic b-TFOs.


In regular triplexes, high levels of Mg2 + are generally re-
quired to neutralise the electrostatic repulsion between the
negatively charged third strand and the doubly negatively
charged DNA target. It is noteworthy that highly stable triplex-
es with the cationic a-TFOs were observed in buffers without
addition of Mg2+ , due to the replacement of the electrostatic
repulsion by an electrostatic attraction.


Moreover, the strong binding of a cationic PNHDMAP a-TFO
to duplex DNA does not overcome the specificity due to base
pairing interactions, criteria required for gene targeting. This
study shows that cationic a-TFOs can discriminate between
duplex DNA sequences that differ by one base pair. The specif-
icity provides a basis for choice of TFO sequences targeted to
selected sequences on duplex DNA.


Lastly, these cationic analogues are highly soluble in water,
are resistant to nucleases and are taken up by the cells as pre-
viously described.[29] Taken together, all these properties indi-
cate that cationic phosphoramidate a-TFOs have promise as
sequence-specific inhibitors of gene expression, of protein
binding to DNA. They should find use in a variety of applica-
tions to manipulate genes and gene function.


Experimental Section


Oligonucleotides synthesis and purification : It is well established
that pyrimidine-rich a-ONs and their backbone-modified phosphor-
amidates hybridise to the purine strand of their duplex DNA tar-
gets with an antiparallel orientation.[37, 38, 52] For this reason, all the
PNHDMAP a-ONs described here were designed with an antiparal-
lel orientation with respect to the DNA target purine strand.


Modified b-ON 2 and a-ONs 3–5 (Table 1) were synthesised (1 mmol
scale) with an ABI model 394 DNA synthesiser by hydrogen phos-
phonate chemistry,[53] with protected b- or a-nucleoside 3’-H-phos-
phonates.[35, 54] The elongation and the oxidation of chimeric a-
ONs 3 and 4, containing mixed PO and PNHDMAP domains, were
performed in blocks as previously described.[29] After deprotection
with concentrated aqueous ammonia (30 %) at 40 8C for 4 h, ONs 2,
4 and 5 were purified by cationic-exchange HPLC, whilst a-ON 3
was purified by anionic-exchange HPLC as reported.[29] All ONs
were further desalted with Chromafix PS-RP cartridges (Macherey–
Nagel). Their final purity was confirmed by HPLC and they were


characterised by MALDI-TOF mass spectrometry (data not shown).
Target sequences I, II, III, IV and V and unmodified ON 1 were pur-
chased from Eurogentec (Seraing, Belgium).


UV melting experiments : Optical measurements were carried out
on a Uvikon 943 spectrophotometer (Kontron) as previously de-
scribed.[29] Prior to the experiments, the oligonucleotides, each at a
final concentration of 3 mm, were mixed in NaCl (100 mm), sodium
cacodylate (10 mm) buffer (pH 5.5, 6.2, 7.0, 7.4) and allowed to in-
cubate at 90 8C for 20 min and then to cool to 5 8C. The samples
were allowed to stabilise for 15 min at the beginning temperature
of each heating–cooling cycle. During the melting and annealing
experiments, the heating rate was fixed at 0.3 8C min�1. Digitised
absorbance and temperature values were stored in a computer for
subsequent plotting and analysis. Tm values were defined as the
maximum of the first derivative plots of absorbance versus temper-
ature.


UV mixing curves : Stock solutions of a-ON 5 and its complemen-
tary duplex IV were prepared at equal concentrations (of 2 mm).
Job or continuous variation plots[42] were obtained by mixing sam-
ples of 5 and IV at various ratios while maintaining the total con-
centration at 2 mm in a 1 cm pathlength cuvette. All solutions con-
tained sodium chloride (100 mm) and sodium cacodylate (10 mm)
buffer at pH 7. Solutions were mixed and left to equilibrate at
15 8C for 20 min. After equilibration, absorbance was measured at
260 and 280 nm.


CD measurements : CD spectra were recorded on a JASCO J-810
spectropolarimeter interfaced with a microcomputer and equipped
with a temperature controller. The cell holding chamber was
flushed with a constant stream of dry nitrogen to avoid water con-
densation on the cell exterior. DNA samples were equilibrated for
10 min prior to each scan. For each sample, two spectrum scans
were accumulated over the 200–330 nm wavelength range and
the 2–65 8C temperature range in a 0.1 cm pathlength cell at a
scanning rate of 20 nm min�1. The oligonucleotide concentration
used was 30 mm in sodium chloride (100 mm) and sodium cacody-
late (10 mm) buffer (pH 7).


Electrophoretic mobility shift assay (EMSA): The purine strand
of duplex target V was 5’-end-labelled with [g32P ATP] (ICN
3000 Ci mmol�1) and T4-polynucleotide kinase (Invitrogen) by the
manufacturer’s protocol. Duplex V was formed with the GA strand
5’-end-labelled and the unlabeled complementary CT strand in a
20 % molar excess. Increasing concentrations of TFOs 1–5 (10 nm,
100 nm and 1 mm) were added to the target V (10 nm strand con-
centration). The triplex mixture in a Tris-borate-EDTA buffer (89 mm


Tris, 89 mm boric acid, 2 mm EDTA, pH 7.2) containing NaCl
(100 mm) was heated to 80 8C, then cooled to room temperature
and incubated overnight at 4 8C and then loaded onto a 12 % non-
denaturating polyacrylamide gel (acrylamide/bis-acrylamide 19:1).
Migration at 4 8C was carried out for 5 h (150 V) in the same buffer
as described above. Gels were dried and analysed with Scion
Image program. The apparent Kd is defined as the TFO concentra-
tion required to shift 50 % of duplex radioactivity into the retarded
band (triplex).
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Introduction


Characterizing protein function in living cells requires studying
the localization and translocation of the protein of interest, its
interactions with other biomolecules, its post-translational
modifications, and conformational changes. Considering the
complexity of protein function and the limitations of the cur-
rently available methods to address it, there is a generally ac-
knowledged need for the development of new and innovative
tools to study proteins in the living cell. One promising ap-
proach is based on the specific labeling of proteins with chem-
ically diverse compounds that allow characterization and prob-
ing of the function of the protein of interest.[1] Currently, the
majority of labeling approaches rely on the expression of the
protein of interest as a fusion protein with an additional poly-
peptide, a so-called tag, that mediates the labeling of the
fusion protein.[2–8] Such a chemical approach to exploit fusion
proteins has the potential to equip the protein of interest with
properties that cannot be genetically encoded, thereby com-
plementing the more traditional tags such as autofluorescent
proteins. We have recently introduced a general method for
the specific labeling of fusion proteins of mutants of human
O6-alkylguanine-DNA alkyltransferase (AGT) using O6-benzyl-
guanine (BG) derivatives (Scheme 1).[3] The labeling is highly
specific with respect to AGT but promiscuous with respect to
the label, as substitutions at the 4-position of the benzyl ring
do not significantly influence the reaction with AGT. We have
used this approach for the labeling of AGT fusion proteins
with different fluorophores and with ligands that mediate the
interaction of AGT fusion proteins with other proteins.[3, 9, 10]


The most serious limitation to the application of this approach
in mammalian cell lines is that, in order to avoid unwanted
background labeling, cells deficient in endogenous wild-type
AGT (wtAGT) must be used. Up to now, human and hamster
wtAGT have been reported to react with BG derivatives used


for protein labeling.[3, 10] We have previously generated a
mutant of human wtAGT, termed GEAGT, that carries the muta-
tions Asn157Gly and Ser159Glu and has significantly increased
activity against BG derivatives.[11] When expressed in normal
cell lines at relatively high concentrations, GEAGT fusion pro-
teins are labeled preferentially.[10] However, the scope of the
approach would be significantly broadened if AGT mutants
could be generated that allowed for a reliable and specific la-
beling of AGT fusion proteins in all mammalian cell lines. Here,
we present the synthesis of a new inhibitor of human wtAGT
and the generation of an AGT mutant that is resistant to this
inhibitor. This allows the selective inactivation of human
wtAGT while simultaneously labeling AGT fusion proteins.


Results and Discussion


Our strategy to achieve selective labeling of AGT fusion pro-
teins in the presence of human wtAGT (referred to as wtAGT,
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Fusion proteins of human O6-alkylguanine-DNA alkyltransferase
(AGT) can be specifically labeled with a wide variety of synthetic
probes in mammalian cells ; this makes them an attractive tool
for studying protein function. However, to avoid undesired label-
ing of endogenous wild-type AGT (wtAGT), the specific labeling of
AGT fusion proteins has been restricted to AGT-deficient mamma-
lian cell lines. We present here the synthesis of an inhibitor of
wtAGT and the generation of AGT mutants that are resistant to


this inhibitor. This enabled the inactivation of wtAGT and specific
labeling of fusion proteins of the AGT mutant in vitro and in
living cells. The ability to specifically label AGT fusion proteins in
the presence of endogenous AGT, after brief incubation of the
cells with a small-molecule inhibitor, should significantly broaden
the scope of application of AGT fusion proteins for studying pro-
tein function in living cells.
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unless noted otherwise) requires an AGT mutant resistant to
an irreversible inhibitor of wtAGT. To this end, we envisioned
blocking parts of the active site of AGT through appropriate
mutations so that the resulting mutant protein would be re-
sistant to an inhibitor that occupies this space. To identify an
appropriate structure as well as complementary residues in the
active site of AGT, we relied on the large body of work pub-
lished on the mechanism and structure of AGTs.[12–15] It is now
firmly established that AGTs operate by a “base-flipping” mech-
anism.[15, 16] Structural and mechanistic studies have revealed
that an invariant arginine residue (Arg128, numbering based
on human wtAGT), which is located at the N terminus of a so-
called recognition helix, is inserted into the gap in the DNA
double helix that is generated by base flipping. The recogni-
tion helix is part of a helix–loop–helix motif that mediates the
interaction with the DNA minor groove.[15] The flipped-out nu-
cleotide is bound along the axis of the recognition helix ; this
allows the reactive cysteine residue (Cys145) to react with the
alkylated base. In all known AGT sequences, a glycine or ala-
nine (Gly131 in wtAGT) follows at position (i+3) after the invar-
iant arginine. It is believed that this residue in the recognition
helix is in contact with the deoxyribose of the flipped-out nu-
cleotide (Figure 1).[15] It has also been suggested that the fail-


ure of wtAGT to repair alkylated ribonucleotides re-
sults from steric interactions between the 2’-hydroxyl
group and Gly131.[15] Based on these data, we rea-
soned that replacement of Gly131 and Gly132 in
wtAGT with bulkier residues should make the result-
ing mutant resistant to N9-substituted O6-alkylgua-
nine derivatives. Therefore, we first synthesized N9-cy-
clopentyl-O6-(4-bromothenyl)guanine (CG) as a po-
tential irreversible inhibitor of wtAGT (Scheme 2). We
chose O6-(4-bromothenyl)guanine instead of BG as a
lead structure, since it has previously been shown
that O6-(4-bromothenyl)guanine is a more potent in-
hibitor of wtAGT than BG.[17] The cyclopentyl ring was
chosen as substituent for the N9 position as it steri-
cally mimics the deoxyribose. Indeed, wtAGT and
GEAGT are readily inactivated by CG in vitro, the IC50


in a competition assay with substrate BGBT (0.5 mm ;
Scheme 1) was 0.5 mm (Figure 2, Table 1). These data
demonstrate that CG is an efficient inhibitor of
wtAGT.


In order to generate AGT mutants resistant to inac-
tivation by CG, we used a combinatorial approach
based on phage display of AGT. We have previously
demonstrated that AGT phage display can be used
to select for mutants with increased activity against
BG. As a starting point for this study, we chose the
mutant GEAGT, which exhibits approximately 20-fold
higher activity towards BG derivatives than wtAGT.[11]


Codons for residues Gly131, Gly132, Met134, and
Arg135 of GEAGT were randomized by using satura-
tion mutagenesis. After transformation into phage-
mid pAK100, this resulted in an AGT library of 2 � 105


independent clones.[18] Met134 and Arg135 were in-
cluded in the randomization, as these two residues
make contact with the nucleobase and mutations at


Scheme 1. Labeling of AGT fusion proteins. A) General mechanism for the labeling of
AGT fusion proteins with O6-benzylguanine (BG) derivatives. B) Structure of BG deriva-
tives used for labeling with biotin (BGBT), digoxigenin (BGDG), fluorescein (BGAF), and
Cy3 (BGCy3).[3, 22] The fluorescein derivative was synthesized as a diacetate in order to
increase its membrane permeability. In the cell, the diacetate of fluorescein is readily
hydrolyzed to fluorescein.


Figure 1. Binding of extrahelical O6-methylguanosine in the active site of
AGT. The structure of the active site of the Cys145Ser mutant Ser145AGT in
complex with DNA containing O6-methylguanine (PDB ID 1T38) is shown.[15]


Residues Gly131, Gly132, Met134, Arg135, and Ser145 as well as the alkylat-
ed nucleoside are highlighted; the DNA and other side chains are omitted
for clarity.
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these positions might therefore increase activity against BG de-
rivatives that are used for labeling (Figure 1). For the selec-
tions, the phage library was incubated with substrate BGDG
(Scheme 1) to label the active AGT with digoxigenin. This al-


lowed for the subsequent en-
richment of the corresponding
phages by using magnetic beads
that were covered with anti-di-
goxigenin antibodies. After four
rounds of selection for activity
against BGDG, five clones were
analyzed by DNA sequencing
(Table 1). At positions 131 and
132, a variety of different resi-
dues were found, all of which
were sterically more demanding
than glycine or alanine. The ob-
served variability at those posi-


tions after selections against BGDG supports the hypothesis
that the conservation of Gly131 in natural AGTs reflects the
steric requirements for accommodating the deoxyribose of the
flipped-out base. At position 134, either a leucine or methio-
nine was found. The conservation of a hydrophobic residue at
this position is in agreement with the fact that Met134 in
wtAGT is mostly buried in the interior of the protein and that
it also makes hydrophobic contact with the nucleobase. As
also observed for residues 131 and 132, no consensus se-
quence at position 135 can be deduced from the analysis of
the five clones. Two of the clones, AGT53 and AGT54, were
then expressed and purified as glutathione S-transferase (GST)
fusion proteins. Both proteins possessed activity against BGBT
that was equal to or greater than that of the parental clone
GEAGT (Table 1). The slightly more active GST–AGT54 was then
tested for inactivation by CG (Figure 3, Table 1). In contrast to


GST–wtAGT and parental clone GST–GEAGT, its reaction with
BGBT (0.5 mm) was not significantly affected at CG concentra-
tions of up to 10 mm. This indicates that the binding site for
the cyclopentyl ring in GST–AGT54 is indeed blocked


Scheme 2. Synthesis of CG. i) NaOMe, dimethylacetamide, 100 8C, overnight; ii) DABCO), DMF, RT, 3 h; iii) DBU,
DMF, RT, overnight.


Figure 2. Inhibition of GST–AGT biotinylation by CG. GST fusion proteins
(0.5 mm) were incubated with BGBT (0.5 mm), and varying concentrations of
CG and biotinylation were detected by Western blotting by using a Neutr-
Avidin–peroxidase conjugate. The signal observed in the absence of CG was
set to 1.


Table 1. Sequences of selected AGT mutants at randomized residues,
their activities (kobs) as GST–AGT fusion proteins against BGBT and their
IC50 values of CG (incubation at 0.5 mm of BGBT).[a]


Residue kobs [s�1
m
�1][b] IC50 [mm][b]


131 132 134 135 BGBT CG


wtAGT G G M R 400 0.5
GEAGT G G M R 8000 0.7
AGT53 V H L R 10 000 n.d.
AGT54 K T L S 12 000 @ 10
AGT57 Q V L S n.d. n.d.
AGT58 M T M V n.d. n.d.
AGT59 V M L Q n.d. n.d.
MAGT[c] K T L S 2000 @ 10


[a] All mutants are based on GEAGT (N157G, S159E). [b] Standard devia-
tions of kobs and IC50 are below 20 %. [c] MAGT possesses the following ad-
ditional mutations: Cys62Ala, Gln115Ser, Gln116His, Lys125Ala, Ala127Thr,
Arg128Ala, Cys150Asn, Ser151Ile, Ser152Asn, and is truncated after posi-
tion 182. n.d. = not determined.


Figure 3. Specific labeling of 6 � His–MAGT in the presence of GST–wtAGT. A
mixture of 6 � His–MAGT and GST–wtAGT (0.2 mm each) was incubated with
BGBT (0.5 mm) in the presence or absence of varying concentrations of CG.
Biotinylation was detected by Western blotting by using a NeutrAvidin–per-
oxidase conjugate.
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(Figure 2). Measurements at higher concentrations of CG were
not possible due to the relatively low solubility of this com-
pound (20 mm). Before testing further applications of AGT54,
we engineered the mutant with respect to three properties
that are important for application in protein labeling: i) Sup-
pression of any significant activity against alkylated guanine in
DNA to avoid unwanted inactivation before labeling, ii) remov-
al of nonessential cysteines Cys62 and Cys150 to increase its
stability under oxidizing conditions, and iii) reduction in the
size of the protein. To suppress activity against alkylated gua-
nine in DNA and also to decrease the affinity of the protein to-
wards DNA in general, we randomized the codons of five resi-
dues (Gln115, Gln116, Cys150, Ser151, and Ser152) believed to
be important for the sequence-independent interaction of
AGTs with DNA in parental clone GEAGT.[13–15] After three rounds
of selections with the substrate BGDG and phage display, a
clone (AGT56) with the following mutations was isolated:
Gln115Ser, Gln116His, Cys150Asn, Ser151Ile, and Ser152Asn.
These mutations were then introduced into AGT54. In addition,
we simultaneously introduced the mutations Lys125Ala,
Ala127Thr, and Arg128Ala, which have previously been shown
to disrupt the interaction of wtAGT with DNA.[9] Furthermore,
Cys62 was mutated to Ala, and the last 25 C-terminal residues,


which do not affect the activity of wtAGT, were deleted; this
resulted in the final mutant referred to as MAGT. An overview
of all mutations found in MAGT relative to wtAGT is shown in
Table 1.


The combined effects of these eight mutations and the trun-
cation of AGT54 caused only a minor (sixfold) drop in activity
towards BGBT (Table 1) and did not affect the newly acquired
resistance to CG (Figure 2, Table 1). To determine whether
these mutations had reduced the activity towards alkylated
DNA, we tested protein labeling with the fluorophore BGCy3
(Scheme 1) in the presence of increasing concentrations of a
BG-containing double-stranded oligonucleotide (BG-oligonu-
cleotide). In this assay, treatment of AGT with BGCy3 results in
a threefold increase in fluorescent intensity, whereas treatment
of AGT with the oligonucleotide abolishes this increase in fluo-
rescence.[10] wtAGT is reported to react with BG-oligonucleo-
tides at least 104-fold faster than with BG itself.[12] In agreement
with the data on wtAGT, the labeling of GST–GEAGT with BGCy3
is completely abolished by BG-oligonucleotide (Figure 4 A, D).
It was thought that mutations at positions 131 and 132 would
impair the activity of GST–AGT54 with DNA substrates. This
was indeed the case, although significant activity with the BG-
oligonucleotide remained (Figure 4 B, D). GST–MAGT, however,


Figure 4. Treatment of AGT mutants with BGCy3 in the presence of varying concentrations of a 22-mer BG-oligonucleotide. Reactions were analyzed by
following the increase in fluorescence intensity (F.I.) after treatment of AGT with BGCy3 in the presence of varying concentrations of BG–oligonucleotide.
A) GST–GEAGT; B) GST–AGT54; C) GST–MAGT; D) graphical representation of the data in A–C. Differences in relative fluorescence intensity (DR F.I.) at t1 and
t0 were plotted as a function of BG–oligonucleotide concentration. Values measured in the absence of oligonucleotide were arbitrarily set to 1.
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has no detectable activity with BG-oligonucleotides in this
assay; this demonstrates that the additional mutations intro-
duced, efficiently suppress reactivity with DNA substrates (Fig-
ure 4 C, D).


Next, we investigated if the low reactivity of MAGT versus CG
could be exploited for the selective labeling of MAGT in the
presence of wtAGT. To this end, we incubated an equimolar
mixture of hexahistidine-tagged MAGT (6 � His–MAGT) and GST–
wtAGT (0.2 mm each) with either BGBT (0.5 mm) or with a mix-
ture of BGBT (0.5 mm) and CG (10 mm). Incubation with BGBT
alone resulted in simultaneous biotinylation of both proteins
to about the same extent (Figure 3). However, incubation with
a mixture of BGBT and CG lead to an almost complete inhibi-
tion of GST–wtAGT labeling (5 % of signal compared to meas-
urements in absence of CG), whereas labeling of 6 � His–MAGT
was barely affected (95 % of signal compared to measurements
in absence of CG). These data indicate that MAGT can be selec-
tively labeled in the presence of wtAGT in vitro.


We then used fluorescence labeling with substrate BGAF
(Scheme 1) in living cells to determine whether the combina-
tion of CG and MAGT fusion proteins led to highly specific la-
beling and reduced background fluorescence from endoge-
nous AGT. To examine improvements in specificity without the
complication of variable levels of endogenous AGT and to
compensate for the higher activity of MAGT compared to
wtAGT, we transiently coexpressed MAGT and W160AGT fusion
proteins in an AGT-deficient Chinese hamster ovary (CHO) cell
line. W160AGT contains the single mutation G160W, which in-
creases its activity towards BG threefold to a level similar to
that of MAGT.[3] First, we transiently transfected AGT-deficient
CHO cells with a plasmid that directed the expression of MAGT
fused to b-galactosidase (MAGT–bGal). Incubation of the cells
with BGAF (5 mm) led to fluorescent staining of the cytosolic
MAGT–bGal (Figure 5 A). By preincubating the transfected cells
with BG (5 mm for 10 min), the fluorescence labeling was com-
pletely suppressed, whereas preincubation with CG (5 mm for
10 min) did not significantly affect the fluorescent labeling.
Next, cells were transiently transfected with a plasmid that ex-
pressed W160AGT fused to a nuclear localization sequence
(W160AGT–NLS3). Incubation with BGAF led to specific fluores-
cent labeling of the fusion protein, and, unlike MAGT–bGal, this
staining could be suppressed by brief preincubation with
either BG or CG (5 mm for 10 min). We then cotransfected cells
with plasmids that coexpress cytosolic MAGT–bGal and nuclear
localized W160AGT–NLS3. If cotransfected cells were preincubat-
ed with CG, fluorescent labeling of cytosolic MAGT–bGal was
evident, whereas no significant labeling was observed for the
nuclear localized W160AGT–NLS3 (Figure 5 A). These data indicate
that MAGT fusion proteins can be labeled in the presence of
wtAGT in living cells. To verify that the observed selectivity is
independent of the localization of the fusion proteins, we re-
versed the localization of the two AGT mutants by transiently
expressing W160AGT–bGal and MAGT–NLS3 fusion proteins. Es-
sentially, repeating the experiments described above allowed
us to demonstrate that nuclear-localized MAGT–NLS3 can be se-
lectively fluorescently labeled in the presence of cytosolic
W160AGT–bGal in CHO cells by preincubation with CG (Fig-


ure 5 B). In the above experiments, cells were incubated for
short periods of time with CG. To investigate whether the in-
hibitor possessed any cytotoxic properties, we incubated HeLa
cells for 24 h with CG (10 mm). Under these conditions, no obvi-
ous effects on cell growth and morphology were detected.


In summary, we present here the synthesis of an inhibitor of
wtAGT and the generation of an AGT mutant that is resistant
to this inhibitor. Brief incubations of living mammalian cells
with low concentrations of the inhibitor allow for the efficient
inactivation of wtAGT and the subsequent specific labeling of
AGT-fusion proteins in the presence of inactivated wtAGT. The
resistance of the generated mutants to the N9-substituted gua-
nine derivative confirms the hypothesis that steric require-
ments are the main reason for the conservation of Gly131 in
the recognition helix of AGTs. Introduction of additional muta-


Figure 5. Selective fluorescent labeling of MAGT fusion proteins in living cells
in the presence of W160AGT fusion protein. A) Fluorescein labeling of transi-
ently (co)expressed MAGT–bGal and W160AGT–NLS3 by using BGAF, with or
without preincubation with BG or CG. B) Fluorescein labeling of transiently
(co)expressed MAGT–NLS3 and W160AGT–bGal by using BGAF, with or without
preincubation with BG or CG. In A and B, cells were first incubated with or
without inhibitor (5 mm, 10 min) and then with BGAF (5 mm, 20 min). Fluores-
cence and differential interference contrast (DIC) images of confocal micro-
graphs are overlaid.
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tions in regions believed to be important for DNA binding fur-
ther decreases the affinity of AGT towards alkylated DNA and
shifts the ratio of the activities against free BG and BG-oligonu-
cleotide by at least five orders of magnitude towards free BG.
Together, the properties of the AGT mutants generated signifi-
cantly broaden the scope of applica'ions for the labeling of
AGT fusion proteins with chemically diverse compounds, as
they allow for specific labeling in different genetic back-
grounds and are therefore an important step towards the es-
tablishment of the method as a general tool in functional pro-
teomics.


Experimental Section


Standard chemicals were purchased from Fluka or Sigma–Aldrich.
Enzymes for recombinant DNA work were purchased from MBI Fer-
mentas (Nunningen, Switzerland) or New England Biolabs (Biocon-
cept, Allschwil, Switzerland).


N9-cyclopentyl-6-chloroguanine (2): Cyclopentyl bromide (200 mg,
1.34 mmol) was added to a suspension of 6-chloroguanine (1;
228 mg, 1.34 mmol) in dimethylacetamide (2 mL). This was fol-
lowed by the addition of NaOMe (144 mg, 2.67 mmol), which
became soluble in the chloroguanine. The solution was stirred at
100 8C, overnight. The solvent was evaporated, and the residue
was adsorbed on silica gel (1 g). Purification by flash chromatogra-
phy (ethyl acetate/petrol ether, 1:1) yielded 140 mg (44 %) of the
desired product. 1H NMR (CDCl3): d= 7.81 (s, 1 H), 5.03 (br s, 2 H),
4.77 (quin, J = 7.5 Hz, 1 H), 2.24 (m, 2 H), 1.94 (m, 4 H),1.79 ppm (m,
2 H); 13C NMR (CDCl3): d= 24.0, 32.6, 56.1, 125.8, 140.8, 151.3, 153.9,
158.9 ppm; ESI-MS: m/z (%): calcd for C10H12ClN5+H+ : 238.08;
found: 238.28 (100).


(4-Bromothiophen-2-yl)methanol (3): This product was synthe-
sized by using slight modifications of a previously published proto-
col.[19] NaBH4 (1.11 g, 29.31 mmol) was added to a solution of 4-
bromothiophene-2-carbaldehyde (5.00 g, 26.17 mmol) in propan-2-
ol (70 mL). The reaction mixture was stirred for 2 h at RT. A saturat-
ed solution of NH4Cl (15 mL) was then added, and the suspension
was filtered. The filtrate was concentrated in vacuo, dissolved in
CH2Cl2, dried over MgSO4, and concentrated again. The residue
was purified by flash column chromatography (ethyl acetate/petrol
ether, 1:10) to give 4.55 g (90 %) of 3. 1H NMR (CDCl3): d= 7.19 (s,
1 H), 6.94 (s, 1 H), 4.78 (d, 2 H, J = 5.8 Hz), 2.07 ppm (br s, 1 H).


N9-cyclopentyl-O6-(4-bromothenyl)guanine (CG): 1,4-diazabicyclo-
[2.2.2]octane (DABCO; 71 mg, 0.63 mmol) was added to a solution
of N9-cyclopentyl-6-chloroguanine (50 mg, 0.21 mmol) in dimethyl-
formamide (DMF, 1.3 mL). The reaction mixture was stirred for 3 h
at RT. A solution of 3 (49 mg, 0.25 mmol) and 1,8-diazabicyclo-
[5.4.0]undec-7-ene (DBU; 96 mg, 94 mL, 0.63 mmol) in DMF (0.7 mL)
was then added to the reaction mixture. The solution was stirred
at RT overnight. The product was purified by flash column chroma-
tography (ethyl acetate/petrol ether, 1:9!3:7). Yield: 25 mg (30 %)
over two steps; 1H NMR (CDCl3): d= 7.66 (s, 1 H), 7.18 (s, 1 H), 7.11
(s, 1 H), 5.64 (s, 2 H), 4.87 (br s, 2 H), 4.76 (quin, 1 H, J = 7.5 Hz), 2.21
(m, 2 H), 1.92 (m, 4 H), 1.77 ppm (m, 2 H); 13C NMR (CDCl3): d= 24.0,
32.8, 55.7, 61.8, 109.2, 116.0, 124.1, 131.0, 138.0, 140.1, 154.6, 158.7,
160.3 ppm. ESI-MS m/z (%) calculated for C15H16BrN5OS+H+ :
394.03; found: 394.36 (100).


Library construction and phage selection : Residues 131, 132, 134,
135 (library 1) and 115, 116, 150, 151, 152 (library 2) were random-
ized by overlap extension PCR by using primers 1–10 (see Support-


ing Information for list of primers) with GEAGT as the template. Pri-
mers 1, 2, 5, and 10 contain SfiI restriction sites; primer 3 contains
the randomized bases for randomization at positions 131, 132, 134,
and 135; primer 7 contains the randomized bases for randomiza-
tion at positions 115 and 116; primer 9 contains the randomized
bases for randomization at positions 150, 151, and 152. The PCR
products were ligated into phage display vector pAK100 and elec-
troporated into E. coli XL-1Blue (Stratagene, USA). This yielded li-
braries that contained at least 2.5 � 105 independent clones each.[18]


Phage selections were performed as described by using the follow-
ing reaction times and substrate concentrations for the four selec-
tion rounds.[11] Selections with library 1: 1 mm BGDG for 6 min in
the first round; 1 mm BGDG for 2 min in the second round; 1 mm


BGDG for 45 s in the third round; 0.01 mm BGDG for 40 s in the
fourth round. Selections with library 2: 1 mm BGDG for 5 min in the
first round; 1 mm BGDG for 5 min in the second round; 90 nm


BGDG for 4 min in the third round; 90 nm BGDG for 1 min in the
fourth round.


Generation of MAGT: Using overlap extension PCR and primers
11–22 the gene expressing MAGT was generated by starting from
the gene expressing GEAGT. MAGT possesses the following muta-
tions relative to wtAGT: Cys62Ala, Gln115Ser, Gln116His, Lys125-
Ala, Ala127Thr, Arg128Ala, Gly131Lys, Gly132Thr, Met134Leu,
Arg135Ser, Cys150Asn, Ser151Ile, Ser152Asn, Asn157ly, and
Ser159Glu. In addition, the part of the gene following the codon
for Gly182, which encodes the last 25 amino acids of wtAGT, was
deleted.


Characterization of AGT mutants: The genes of mutants isolated
after phage selections, were amplified by PCR and either sub-
cloned into pGEX-2T (Amersham Biosciences, Otelfingen, Switzer-
land) for expression as a GST–AGT fusion, or into pET15b (Nova-
gen, Lucerne, Switzerland) for expression as a 6 � His–AGT fusion
protein. Expression and purification of the proteins was preformed
as described.[11] For the measurements of the reaction rates be-
tween the AGT mutants and BGBT, protein (0.2 mm–0.4 mm) was in-
cubated with BGBT (1 mm, 0.5 % DMSO final concentration) in reac-
tion buffer (50 mm HEPES, pH 7.2, 1 mm DTT, 200 mg mL�1 BSA) at
24 8C, and aliquots were taken at defined times. The aliquots were
quenched with BG (100 mm final concentration) and analyzed with
Western blotting by using a NeutrAvidin–peroxidase conjugate
(Pierce, Lausanne, Switzerland) and a chemiluminescent peroxidase
substrate (renaissance reagent plus; Perkin–Elmer). The intensities
of the bands on the Western blot were analyzed with an image
station (440CF, Kodak) and the data were fitted to a pseudo first-
order reaction model. Second-order rate constants were obtained
by dividing the pseudo first-order rate constants by the concentra-
tion of BGBT.


Competition assays: To measure the labeling of AGT mutants in
the presence of CG, AGT mutants (0.5 mm final concentration) were
incubated with BGBT (0.5 mm final concentration) and different
concentrations of CG (0, 0.5, 1, 5, 10 mm final concentrations) in re-
action buffer for 45 min. Reactions were quenched by addition of
2 � SDS buffer (20 % glycerol, 3% SDS, 100 mm Tris, pH 7.4, 5 mm


mercaptoethanol) and incubated for 2 min at 95 8C. Samples were
analyzed by Western blotting as described above.


To measure the labeling of AGT mutants in the presence of BG-
oligonucleotide, AGT mutants (0.2 mm final concentration) were in-
cubated with BGCy3 (0.5 mm final concentration) and different con-
centrations of BG-oligonucleotide (0, 0.5, 1, 2, 5 mm final concentra-
tions) in reaction buffer (20 % glycerol, 3% SDS, 100 mm Tris,
pH 7.4, 5 mm mercaptoethanol) in microtiter plates (black 96-well
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plate, Greiner bio-one). Fluorescence was measured (excitation
519 nm, emission 572 nm) every 30 s for 3.5 h on a Spectramax
Gemini plate reader (Molecular Devices, Basel, Switzerland). The se-
quence of the 22-mer oligonucleotide was: 5’-GTGGTGGGCAGCT-
XAGGCGTGG-3’, where X corresponds to the O6-benzylated nucleo-
side.[20] The base opposite to X in the complementary strand was
C.


Construction of mammalian expression vectors: For the expres-
sion of W160AGT–bGal, the gene of W160AGT was PCR amplified with
primers 23 and 24 from a plasmid that contained W160AGT–HA-
NLS3. The product was ligated into a NheI/BglII digested mammali-
an-expression plasmid that contained the GEAGT–bGal gene; GEAGT
was thus replaced.[10] For MAGT–bGal and MAGT–NLS3 expression
MAGT was PCR amplified with the primers 23 and 25 and inserted
into the NheI/BglII sites of the vector pECFP-Nuc (Clontech, Basel,
Switzerland) or a mammalian expression plasmid containing the b-
galactosidase gene.[10]


Fluorescence labeling in CHO cells: CHO-9-neo-C5 cells deficient
of AGT were used for transient transfection.[21] The day before
transfection, cells cultured in F-12 (Ham) nutrient mixture (Invitro-
gen, Basel, Switzerland), which contained fetal bovine serum (FBS,
10 %), penicillin (0.5 units mL�1; Invitrogen) and streptomycin
(0.5 mg mL�1, Invitrogen), were seeded on sterile Petri dishes (diam-
eter 26 mm). Cells were transfected by using the calcium phos-
phate-precipitation method. DNA (3 mg) in CaCl2 (100 mL, 250 mm)


was pipetted drop-wise into 100 mL of a solution containing NaCl
(280 mm), KCl (1 mm), Na2HPO4 (1.4 mm), dextrose (1 g L�1), and
HEPES (10 mm, pH 7.2). After 5 min the mixture was added to the
cells, and, after 4 h incubation at 37 8C, under 5% CO2, the medium
was removed. Glycerol (10 %) in phosphate-buffered saline (PBS;
2 mL) was then incubated with the cells for 1 min at RT. The cells
were then washed with PBS and incubated for 24 h in F-12 (Ham)
nutrient mixture (10 % FBS, 0.5 units mL�1 penicillin, 0.5 mg mL�1


streptomycin) at 37 8C and 5 % CO2.


For the labeling experiments, adherent cells in plastic Petri dishes
were incubated for 10 min with 5 mm CG or BG in PBS containing
DMSO (0.5 %) at RT to quench either W160AGT or W160AGT and MAGT.
BGAF was then added (final concentration 5 mm), and the cells
were incubated for 20 min at RT. The cells were then washed with
PBS (3 � ) and incubated at RT for 30 min before being imaged in
PBS.


Laser-scanning confocal micrographs were recorded by using a
488 nm argon-laser line on a Leica DM RXA2 microscope with a
63 � water objective. Emission was recorded at 520–550 nm. Differ-
ential interference contrast (DIC) optics was used to image unla-
beled cellular structures. Scanning speed and laser intensity were
adjusted to avoid photobleaching of the fluorescent probes and
cell damage or morphological changes. Images of cells incubated
with BG or CG or without inhibitor were acquired with identical
microscope settings.
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The RNA-Bound Conformation of Neamine as
Determined by Transferred NOE Experiments
Richard Szilaghi, Syed Shahzad-ul-Hussan, and Thomas Weimar*[a]


Introduction


Food production and healthcare systems worldwide are per-
manently threatened by microorganisms and viruses, most of
them requiring RNA structures in various forms in order to
function. Since RNA is structurally and functionally much more
diverse than DNA, RNA structures are very promising targets
for the development of new antibacterial, antiviral, and anti-
fungal agents.[1] Aminoglycosides are a class of small molecules
known to modify the biological function of many RNA struc-
tures, for example, bacterial rRNA,[2] group I introns,[3] and the
hammerhead[4] and hepatitis delta virus ribozymes.[5] Aminogly-
cosides have also been shown to inhibit the interaction of the
Rev protein[6] and the Tat peptide[7] with their viral RNA targets,
whilst inhibition of the aminoacylation of yeast tRNAAsp by to-
bramycin[8] and of E. coli tRNAPhe by neomycin B have recently
been demonstrated.[9] The potential to use aminoglycosides as
scaffolds for the design of new specific anti-RNA drugs is
therefore evident.


NMR and crystallographic studies have shown that amino-
glycosides can bind to very specific binding sites on RNA struc-
tures,[10] and in this way interfere with the biological function
of the target. The structure-based drug design of new anti-
RNA drugs requires comprehensive understanding of the
target system at atomic resolutions, but crystal structures
sometimes do not correctly define small molecules bound to
macromolecules. An example is the recently published crystal
structure of tRNAPhe from yeast in complexation with neomy-
cin B (see Scheme 1), which features several configurational
errors in the aminoglycoside.[9] Out of 19 chiral carbon atoms,
only eight have the correct absolute configuration. Since
atoms C1 in the glucopyranose (G) and the idopyranose (I)
unit belong among these wrongly configured carbon atoms,
the 2,6-dideoxy-2,6-diamino-a-d-glucopyranose unit (G) is b-


configured and the 2,6-dideoxy-2,6-diamino-b-l-idopyranose
unit (I) is a-configured in the crystal structure of tRNAPhe-
bound neomycin B. The reason for these errors might be
wrong configurational input caused by the relatively low reso-
lution (2.6 �) and high crystallographic B-factors, especially
around the aminoglycoside binding site. Here NMR spectrosco-
py offers a complementary source of structural data through
transferred NOE (trNOE) experiments, which can define the
bioactive conformation of a small ligand bound to a macromo-


[a] Dipl.-Chem. R. Szilaghi,+ S. Shahzad-ul-Hussan,+ Dr. T. Weimar
Universit�t zu L�beck, Institut f�r Chemie
Ratzeburger Allee 160, 23538 L�beck (Germany)
Fax: (+ 49) 451-500-4241
E-mail : thomas.weimar@chemie.uni-luebeck.de


[+] These authors contributed equally to this work.


The tRNAPhe-bound conformation of the aminoglycoside neamine,
a member of the neomycin B family, has been investigated by
transferred NOE experiments in aqueous solution. This is the first
time that the bioactive conformation of an RNA-bound amino-
glycoside has been determined by this method. In buffers without
divalent Mg2 + ions, a high degree of electrostatically driven un-
specific binding of aminoglycosides to the RNA was observed.
Careful optimization of experimental conditions yielded buffer
conditions optimized for cryo-probe NMR experiments. In particu-
lar, addition of Mg2 + ions to the solutions was necessary to
reduce the amount of unspecific binding as monitored by one-di-
mensional NMR and surface plasmon resonance experiments. CD
spectroscopy was used to probe the effect of aminoglycosides


and buffer conditions on the double helical content of tRNAPhe. Fi-
nally the tRNAPhe-bound conformation of neamine was deter-
mined by trNOE build-up curves and compared with the previ-
ously reported crystal structure of neomycin B complexed to this
RNA. Although the aminoglycoside in the crystal structure con-
tains several configurational errors, the overall shape of the crys-
tallographically determined RNA-bound structure is identical to
the RNA-bound conformation defined by the NMR experiments.
Therefore, the crystal structure has been refined by trNOE data.
This is particularly important in the context of aminoglycosides
being discussed as lead structures for the development of new
anti-RNA drugs.
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Scheme 1. Schematic representation of neomycin A, ribostamycin, and nea-
mine. The numbering of the carbon atoms in the 2,6-dideoxy-2,6-diamino-
glucopyranose (G) and 2-deoxystreptamine ring (S) is indicated. R indicates
the ribose and I the 2,6-dideoxy-2,6-diaminoidopyranose.
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lecule in aqueous solution.[11] This experimental approach has
been used by several groups to study small ligand molecules
bound to proteins. Interestingly, though, RNA structures have
not been subjected to this technique very often; to the best of
our knowledge there are only a few reports in which trNOE ex-
periments have been used to investigate complexes of anti-
biotics with complete ribosomes or their subunits.[12] TrNOE
experiments with complexes of smaller RNA structures and ef-
fector molecules, especially aminoglycosides, have yet to be
reported.


In the course of a research project intended to characterize
interactions between RNA and small ligand effectors, we were
aiming to define the RNA-bound conformations of aminogly-
cosides by trNOE experiments. Since the described tRNAPhe is
of comparable size to many other potential target RNAs, we
used this tRNAPhe in complexation with neomycin B and its de-
rivatives to evaluate whether trNOE experiments in general
would be applicable to RNA-bound aminoglycosides. Here we
report the tRNAPhe-bound conformation of neamine, the com-
ponent of neomycin B displaying most of the contacts to
tRNAPhe in the crystal structure.


Results and Discussion


TrNOE experiments require a concentration of the ligand mole-
cule in excess (usually between ten- and 20-fold) over the bio-
macromolecule. While performing NMR experiments with RNA/
aminoglycoside mixtures at 1:20 ratios and fairly high concen-
trations (200 mm tRNAPhe, 4 mm ribostamycin) we found that
the resonances of the aminoglycosides were considerably
broadened, suggesting intense contacts and/or long residence
times of the aminoglycoside in the RNA-bound state (Figure 1).
Precipitation was observed in these samples, as has been de-
scribed previously.[13] The linewidths of the aminoglycoside res-
onances could be narrowed considerably simply by diluting
the solution by a factor of twenty with buffer. As pKa values of
aminoglycoside amino functions are in a range between �6
and 9,[9, 14] aminoglycosides can be regarded as oligovalent cat-
ionic molecules at physiological pH values. With polyvalent
anionic RNA, electrostatic interactions account for strong at-
traction between these two types of molecules. Especially at
high concentrations, these electrostatic interactions seem to
force many aminoglycoside molecules to bind to the RNA and
to form aggregates. In the context of defining aminoglycosides
bound to a specific binding site on the RNA, this additional,
electrostatically forced, binding of aminoglycosides was of
course undesired and had to be avoided.


In vivo, RNA has different counterions, including Mg2 + , Ca2+ ,
and NH4


+ , together with polyamines such as spermine and
spermidine.[15] The three-dimensional structure of RNAs are
particularly strongly stabilized by the divalent ions, and it has
been demonstrated that up to 25 Mg2+ ions can bind in an
electrostatically driven fashion to a single tRNAPhe.[16] Poly-
amines such as aminoglycosides compete with the divalent
metal ions for the cation-binding sites on RNA. While working
in fairly concentrated solutions we tried to keep a balance be-
tween RNA, counterions, and the aminoglycoside in the buffer


system, and therefore added MgCl2 to mixtures of aminoglyco-
sides and tRNAPhe. The resulting one-dimensional NMR spectra
are shown in Figure 2. As can be seen, the linewidths of ami-
noglycoside resonances in mixtures with tRNAPhe were consid-


Figure 1. One-dimensional NMR spectra (500 MHz) of free ribostamycin
(bottom), ribostamycin with tRNAPhe (�0.2 mm tRNAPhe, 4 mm ribostamycin)
(middle), and a 20-fold diluted solution of this mixture (�10 mm tRNAPhe,
200 mm ribostamycin (top) in D2O phosphate buffer in the absence of Mg2+


ions. In the more concentrated sample the ribostamycin resonances are very
broad, indicating strong binding to the RNA. Precipitation was especially evi-
dent in this sample.


Figure 2. One-dimensional NMR spectra (500 MHz) of a MgCl2 titration of a
sample containing 250 mm ribostamycin and 16.6 mm tRNAPhe in deuterated
Tris buffer. Only the region of the anomeric protons is shown. Mg2+ ions
displace the bound aminoglycoside.
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erably narrowed by addition of Mg2 + , indicating that Mg2 +


was displacing aminoglycosides from the tRNA. Surface plas-
mon resonance experiments with immobilized tRNAPhe


(Figure 3) were used to verify these results. In these experi-
ments different concentrations of aminoglycosides were


passed over a sensor chip surface with immobilized tRNAPhe


and the equilibrium response was fitted to a binding isotherm.
Without Mg2 + ions in the buffer, the experimental data were
not in accordance with a binding model having a single bind-
ing site. Only binding models with more than one binding site
and different affinities could reproduce the experimental data
(not shown). This changed when Mg2 + was added to the
buffer. Less binding occurred in the presence of the divalent
ions, and the equilibrium data now fitted a model with a
single binding site.


To improve buffer conditions further and to verify that the
Mg2 + or aminoglycoside concentrations used in the NMR and
SPR experiments do not negatively interfere with the tRNAPhe


structure, CD experiments were performed (Figure 4). It was
possible to demonstrate that neomycin B and other aminogly-
cosides reduced the double helical content of tRNAPhe. This
effect could be compensated for only with divalent Mg2 + cat-
ions, but not with monovalent Na+ . The CD experiments also
showed that Mg2 + in general stabilized the tRNA structure. In
the light of these experiments, and taking into account that
high sodium chloride concentrations negatively influence
signal-to-noise ratios in cryo-probe NMR experiments,[17] we
used a deuterated Tris buffer with MgCl2 (30 mm) for further
NOE experiments with tRNAPhe and aminoglycosides. Working
with this buffer also had the advantage that no precipitation
could be observed during the subsequent NMR experiments.
Although it had been reported previously that tRNAPhe is
cleaved by aminoglycosides such as neomycin B and kanamy-


cin A at specific sites with cleavage rates of 1–2 % per hour,[18]


our NMR samples containing 30 mm MgCl2 and neamine, ribo-
stamycin, or neomycin B showed negligible decomposition of
tRNAPhe when stored after the NMR experiments at 4 8C for
several months. This finding is in accordance with the general
stabilizing effect of Mg2+ seen in the CD experiments.


Being a pseudodisaccharide, neamine shows positive NOE
effects in aqueous solution. All NOE effects together can only
be understood if a complex mixture of conformations is as-
sumed.[19] A sample of neamine with tRNAPhe displays negative
NOE (Figure 5), so the NOE effects of the bound state domi-
nate the resulting spectra. Such negative NOE effects repre-
senting the bound states of small molecules are called trNOE
effects. The strong trNOE effects within the two rings (G1–G2,
G2–G4, G3–G5 and S4–S2a, S5–S1, S5–S3, S6–S2a) argue
strongly for the chair conformation of the two rings, shown in
Schemes 1 and 2 and Figure 9, below. In these ring conforma-
tions, the hydroxy and amino functions occupy equatorial posi-
tions on the six-membered rings and are therefore energetical-
ly favored.


As shown in Figure 6, shifts of neamine resonances and,
more importantly, changes in the NOE pattern suggested that
a conformer selection occurs during the binding event. For
bound neamine, two interglycosidic trNOE effects (G1–S4 and
G1–S5) defined the RNA-bound conformation at the glycosidic
linkage. The trNOE effects of G1–S6, G1–S3, and G1–G4 were
just above the noise level, and trROE experiments[20] suggested
these very small effects were spin diffusion. Extraction of inter-
proton distances for tRNAPhe-bound neamine from a trNOE


Figure 3. Binding isotherms from SPR experiments. Top: Tris buffer in the ab-
sence of MgCl2. Bottom: Tris buffer with MgCl2 (30 mm).


Figure 4. CD spectra of tRNAPhe (8 mm) in Tris buffer (40 mm, 20 mm NaCl,
pH 7.2) and neomycin B concentrations of 0, 8, 120, 200, and 400 mm with-
out (top) and with (bottom) Mg2 + (30 mm).
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build-up series (Figure 7) yielded 2.4 and 3.1 � for G1–S4 and
G1–S5, respectively. With the aid of two intraglycosidic effects
within the ring systems (G3–G5 and S3–S5) the experimental
error for the distance determination was estimated to be
smaller than 0.3 �.


To determine the tRNAPhe-bound conformation of neamine
from these experimentally derived interglycosidic distances,
restrained molecular dynamics (MD) simulations of neamine


were performed. In these simulations the distances
between G1–S4 and G1–S5 described above were
used as strong restraints to define the conforma-
tional space at the glycosidic linkage in accordance
with the experimental data. Figure 8 shows snap-
shots from such a MD simulation, displaying the
torsional angles f and y at the glycosidic linkage
of neamine overlaid on an energy map of these
two angles. The simulation populated a well de-
fined conformational space close to a local mini-
mum energy region around �458/�408 for f and
y, respectively. Neither the MD simulations nor the


trNOE effects gave any indica-
tion of a different region of the
aminoglycoside’s conformational
space being bound by tRNAPhe,
so it is unlikely that unspecific
binding was interfering with our
setup of NMR experiments. If un-
specific binding were still occur-
ring, it would have to be very
minor in comparison to the spe-
cific binding observed under the
conditions described here.


A final comparison of this
trNOE-derived conformation of
neamine with the corresponding
neamine part from the crystal
structure[9] is presented in
Figure 9. The conformation from
the middle of the populated
region of Figure 8 (f/y=�458/
�408) was picked and posi-
tioned on the corresponding
part of neomycin B from the


crystal structure. To make comparison between the two struc-
tures easier all hydrogen atoms were omitted. It turned out
that the root mean square deviation between the two struc-
tures was 0.8 �, and thus far below the resolution of the crystal
structure. As can be seen from the stereorepresentation, the
atoms of the two structures have virtually the same positions
within the overall shapes of the molecules. These are very im-
portant results that validate our experimental approach to the


Scheme 2. Observed trNOE effects in tRNAPhe-bound neamine.
The strong trNOEs within the rings indicate chair conforma-
tions for the bound aminoglycoside.


Figure 6. Sections from a NOESY spectrum of neamine (500 MHz) (bottom) and the corresponding trNOESY spec-
trum of the neamine–tRNAPhe complex (700 MHz) (top). The G1–S3 cross peak in particular is much larger in the
free state of the molecule than in the bound state; this indicates that a conformational change takes place during
binding.


Figure 5. Section of a trNOE spectrum (700 MHz) of tRNAPhe-bound neamine. TrNOE effects
indicating the conformation of the two rings are pointed out.
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avoidance of unspecific binding between the amino-
glycoside and tRNAPhe when performing NMR experi-
ments in aqueous solution. We have thus determined
the conformation of an aminoglycoside bound to a
specific binding site of a RNA by trNOEs. Further-
more, we have confirmed the positions of the key
polar groups of the tRNAPhe-bound aminoglycoside
involved in hydrogen bonds and electrostatic interac-
tion with the RNA.


NMR experiments such as trNOE or related tech-
niques provide additional information for the under-
standing of interactions on the molecular level be-


tween biomacromolecules and low-molecular-weight ligands
in aqueous solution; this in turn is very helpful for the design
of new lead structures. With the optimization of experimental
conditions, we have successfully transferred the trNOE meth-
odology to RNA/aminoglycoside complexes. The experimental
protocol was carefully validated by using other techniques,
and the buffer conditions used in this study should be general-
ly applicable when working with RNA targets and small ligand
effectors, such as aminoglycosides. Further steps of this project
now include trNOE experiments with ribostamycin and neomy-
cin B to define the bioactive conformation of the complete
aminoglycoside in the tRNAPhe-bound state from NMR experi-
ments and a group epitope mapping of the interface between
aminoglycosides and the RNA by STD-NMR or related tech-
niques.[11] In this context, we are aiming to obtain more insight
into the importance of the three-dimensional presentation of
the hydroxy groups and the charged amino functions as well
as the role of the carbohydrate backbone for the interaction of
aminoglycosides with RNA.


Experimental Section


NMR spectroscopy
Sample preparation : The buffer described in the text was used for
all NMR experiments. The buffer was prepared with H2O, lyophi-
lized, and redissolved in D2O (pD not corrected for kinetic isotope
effects). For the NOE experiments, neamine was dissolved in the
buffer (25 mm in 600 mL) and this solution was lyophilized and re-
dissolved in D2O three times. tRNAPhe from yeast (Aldrich) was first
dialyzed against Millipore water to remove all salts and additives
and than lyophilized. The RNA was then dissolved in deuterated
buffer, and neamine was added. This solution was lyophilized and
redissolved in D2O three times. To ensure that the tRNA was cor-
rectly folded, samples were heated prior to the experiments. The
final concentrations in the sample for trNOE experiments were:
tRNAPhe (25 mm), neamine (375 mm) (1:15).


Acquisition and processing : All NMR experiments used TSP (3-(tri-
methylsilyl)propionic acid) as internal reference. Experiments with
free neamine were performed at 308 K on a DRX 500 spectrometer


Figure 7. Build-up curves for selected trNOEs of neamine.


Figure 8. Potential energy surface of the a-glycosidic linkage of
neamine overlaid with snapshots (dots) of a restrained MD simu-
lation taking the determined distances for bound neamine into
account.


Figure 9. Stereorepresentation of a fit of the neamine part of tRNAPhe-bound neomycin B
from the crystal structure (gray carbon atoms) with the trNOE-derived conformation (f/
y= 458/408) of neamine (green carbon atoms). All hydrogens have been omitted.
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(Bruker), experiments with the mixture of tRNAPhe and neamine at
308 K on a DRX 700 spectrometer (Bruker) fitted with a cryo-probe.
The standard NOESY pulse sequence was used for all NOE experi-
ments with neamine, whilst for the trNOE experiments a NOESY se-
quence with an additional Watergate[21] sequence for water sup-
pression was employed. For the trROE experiment (150 ms spin
lock) the standard ROESY sequence with an additional Watergate[21]


sequence was used. The NOE experiment with free neamine used
a 25 mm solution. The NOE experiment with neamine (800 ms
mixing time) was acquired with 4096 � 400 data points, 32 scans
and zero-filled before Fourier-transformation (apodization function
squared cosine) to give a final matrix of 4096 � 1024 data points.
TrNOE and trROE experiments were acquired with 4096 � 480 data
points, 24 scans and zero-filled before Fourier transformation
(apodization function squared cosine) to give a final matrix of
8192 � 1024 data points. Mixing times for the trNOE buildup series
were 50, 100, 150, 200, and 250 ms. Processing was carried out
with the Xwinnmr program (Bruker). The recycling delay for all
NOE experiments was 3 s or longer.


Integration and distance determination : Integration of the trNOE
spectra was carried out with the program Sparky.[22] The resulting
data points were fitted to an exponential function of the form
f(t) = a(1�e�bt), where a and b were adjustable parameters and t
the experimentally used mixing time. Initial slopes of the curves
were determined from the first derivative of the function (f(0) = a �
b)[23] and were used to calculate the experimental interproton dis-
tances with the isolated two-spin approximation with use of the
G1–G2 distance of 2.45 � as a reference independent of the glyco-
sidic torsion angles.


Molecular modeling and MD simulations : All calculation were
performed with Sybyl (Tripos) on SGI computers using the stan-
dard Tripos force field.[24] The glycosidic torsion angles f and y of
neamine were defined by use of the hydrogen atoms as f= H1G-
C1G-O-C4S and y= C1G-O-C4S-H4S. To obtain a potential energy
map of neamine a grid search calculation was performed, the gly-
cosidic torsion angles f and y being allowed to vary at 208 inter-
vals over the complete conformational space. Isothermal contours
were plotted relative to the global minimum energy conformation,
defined to be at 0 kcal mol�1, up to 10 kcal mol�1. Restrained MD
simulations of neamine started from different low energy confor-
mations. Protonation of amino groups was followed by conjugate
gradient minimization for 1000 iterations. The distance derived
from trNOE experiments were used as a restraint with a force con-
stant of 600 kcal mol�1 ��1 and the simulations were carried out in
vacuo. Equilibration was achieved by increasing the temperature
from 50 K in steps of 50 K to 300 K (2 ps each). The simulation con-
tinued at a temperature parameter of 300 K for 1 ns with a step of
1 fs. Snapshots were taken after every 2 ps.


SPR experiments : SPR experiments were performed on a Biacore
3000 (Biacore) system at 20 8C. Biotinylated tRNAPhe was immobi-
lized on a SA sensor chip (streptavidin immobilized on a dextran
matrix). Tris buffer (20 mm Tris, 150 mm NaCl, pH 7.2, with and
without 30 mm MgCl2) was used. Concentrations of neomycin B
ranging from 1 mm to 5 mm in buffer were injected into the flow
cells and the equilibrium response was plotted against the concen-
tration of neomycin B. Regeneration of the surface was achieved
by short injections of solutions containing NaCl (1 mm) into the
flow cells. Data were fitted to a binding isotherm with one or two
independent binding sites.


Circular dichroism spectroscopy : To ensure that the tRNA was
correctly folded, samples were heated to 85 8C for 2 min prior to


each titration and equilibrated to room temperature for 5 min. CD
spectra were acquired with a Jasco J-715 spectrapolarimeter fitted
with a thermoelectrically controlled cell holder in the continuous
wave mode. A quartz cell with a pathlength of 0.5 cm was used.
Three spectra were averaged with a spectral width from 320 to
220 nm at 1 nm resolution, a time constant of 1 s, and a scan
speed of 50 nm min�1. Experiments were carried out with 200 mL
samples (8 mm tRNAPhe, Tris-HCl, pH 7.4) at 308 K. During the titra-
tions reagents (aminoglycosides and salts) were added in 1 mL vol-
umes. Following each addition of reagents, the samples were al-
lowed to equilibrate for 5 min prior to the acquisition of the CD
spectra. After baseline correction the spectra were scaled to take
the dilution into account and normalized to the number of nucleo-
tides of tRNAPhe.


Acknowledgements


This work was supported by grants from the DFG (We 1818/4-1),
the DAAD, and the Verein zur Fçrderung der Glycowissenschaften
e.V. Prof. B. Westermann (Halle) sent us a generous gift of nea-
mine. We wish to thank Prof. R. K. Hartmann (Marburg) for stim-
ulating discussions about aminoglycoside binding to RNA. Profs.
T. Peters (L�beck) and B. Meyer (Hamburg) are thanked for the
access to the NMR spectrometers (DFG-Project Me 1830/1-1) and
the computing facilities. Prof. H. Notbohm (L�beck) is further
thanked for access to the CD spectrophotometer.


Keywords: aminoglycosides · conformation analysis ·
electrostatic interactions · NMR spectroscopy · tRNA


[1] a) D. J. Ecker, R. H. Griffey, Drug Discovery Today 1999, 4, 420 – 429; b) Y.
Tor, ChemBioChem 2003, 4, 998 – 1007; c) G. J. Zaman, P. J. Michiels, C. A.
van Boeckel, Drug Discovery Today 2003, 8, 297 – 306; d) Y. Thor, Chem-
BioChem 2003, 4, 998 – 1007; e) Q. Vicens, E. Westhof, ChemBioChem
2003, 4, 1018 – 1023.


[2] D. Moazed, H. F. Noller, Nature 1987, 327, 389 – 395.
[3] a) U. von Ahsen, J. Davies, R. Schroeder, Nature 1991, 353, 368 – 370;


b) U. von Ahsen, J. Davies, R. Schroeder, J. Mol. Biol. 1992, 226, 935 –
941.


[4] T. K. Stage, K. J. Hertel, O. C. Uhlenbeck, RNA 1995, 1, 95 – 101.
[5] J. Rogers, A. H. Chang, U. von Ahsen, R. Schroeder, J. Davies, J. Mol. Biol.


1996, 259, 916 – 925.
[6] M. L. Zapp, S. Stern, M. R. Green, Cell 1993, 74, 969 – 978.
[7] H.-Y. Mei, A. A. Galan, N. S. Halim, D. P. Mack, D. W. Moreland, K. B. Sand-


ers, H. N. Truong, A. W. Czarnik, Bioorg. Med. Chem. Lett. 1995, 5, 2755 –
2760.


[8] F. Walter, J. Putz, R. Giege, E. Westhof, EMBO J. 2002, 21, 760 – 768.
[9] N. E. Mikkelsen, K. Johansson, A. Virtanen, L. A. Kirsebom, Nat. Struct.


Biol. 2001, 8, 510 – 514.
[10] a) T. Herrmann, E. Westhof, Biopolymers 1999, 48, 155 – 165; b) F. Walter,


Q. Vicens, E. Westhof, Curr. Opin. Chem. Biol. 1999, 3, 694 – 704; c) Q.
Vicens, E. Westhof, Biopolymers 2003, 70, 42 – 57.


[11] B. Meyer, T. Peters, Angew. Chem. 2003, 115, 890 – 918; Angew. Chem. Int.
Ed. 2003, 42, 864 – 890.


[12] a) G. Bertho, P. Ladam, J. Gharbi-Benarous, M. Delaforge, J. P. Girault, Int.
J. Biol. Macromol. 1998, 22, 103 – 127; b) G. Bertho, J. Gharbi-Benarous,
M. Delaforge, J. P. Girault, Bioorg. Med. Chem. 1998, 6, 209 – 221; c) L.
Verdier, G. Bertho, J. Gharbi-Benarous, J. P. Girault, Bioorg. Med. Chem.
2000, 8, 1225 – 1243; d) C. C. Zhou, S. M. Swaney, D. L. Shinabarger, B. J.
Stockman, Antimicrob. Agents Chemother. 2002, 46, 625 – 629.


[13] a) H. Wank, R. Schroeder, J. Mol. Biol. 1996, 258, 53 – 61; b) C. Faber, H.
Sticht, K. Schweimer, P. Rçsch, J. Biol. Chem. 2000, 275, 20 660 – 20 666.


[14] a) D. E. Dorman, J. W. Paschal, K. R. Merkel, J. Am. Chem. Soc. 1976, 98,
6885 – 6888; b) R. E. Botto, B. Coxon, J. Am. Chem. Soc. 1983, 105, 1021 –


ChemBioChem 2005, 6, 1270 – 1276 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1275


RNA-Bound Conformation of Neamine



www.chembiochem.org





1031; c) M. Kaul, C. M. Barbieri, J. E. Kerrigan, D. S. Pilch, J. Mol. Biol.
2003, 326, 1373 – 1387.


[15] a) G. Quingley, M. M. Teeter, A. Rich, Proc. Natl. Acad. Sci. USA 1978, 75,
64 – 68; b) B. Frydman, W. M. Westler, K. Samejima, J. Org. Chem. 1996,
61, 2588 – 2589.


[16] a) S. S. Rialdi, J. Levy, R. Bilton, Biochemistry 1972, 11, 2472 – 2479; b) R.
Romer, R. Hach, Eur. J. Biochem. 1975, 55, 271 – 284; c) V. K. Misra, D. E.
Draper, J. Mol. Biol. 2000, 299, 813 – 825.


[17] A. E. Kelly, H. D. Ou, R. Withers, V. Dçtsch, J. Am. Chem. Soc. 2002, 124,
12 013 – 12 019.


[18] S. R. Kirk, Y. Tor, Bioorg. Med. Chem. 1999, 7, 1979 – 1991.
[19] J. L. Asensio, A. Hidalgo, I. Cuesta, C. Gonzalez, J. Canada, C. Vicent, J. L.


Chiara, G. Cuevas, J. Jim�nez-Barbero, Chem. Eur. J. 2002, 8, 5228 – 5240.


[20] T. Weimar, S. L. Harris, J. B. Pitner, K. Bock, B. M. Pinto, Biochemistry
1995, 34, 13 672 – 13 681.


[21] M. Piotto, V. Saudek, V. Sklen�r, J. Biomol. NMR 1992, 2, 661 – 665.
[22] T. D. Goddard, D. G. Kneller, SPARKY 3, University of California, San


Francisco.
[23] T. Weimar, R. Bukowski, N. M. Young, J. Biol. Chem. 2000, 275, 37 006 –


37 010.
[24] Sybyl molecular modeling software, version 6.7, Tripose associates,


1699 South Hanely Road, St. Louis, MO 63144-2917.


Received: October 13, 2004
Revised: March 15, 2005
Published online on June 3, 2005


1276 � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1270 – 1276


T. Weimar et al.



www.chembiochem.org






Production of the Tubulin Destabilizer Disorazol
in Sorangium cellulosum : Biosynthetic
Machinery and Regulatory Genes
Maren Kopp,[a] Herbert Irschik,[b] Silke Pradella,[b] and Rolf M�ller*[a]


Introduction


Myxobacteria offer an alternative and rich source for natural
compounds.[2] Most of them can be classified as polyketides,
nonribosomally-made peptides, or a combination of both
types of biosynthetic pathways. Studies over recent years have
revealed the genetic capacity of myxobacteria to be even
broader than one could expect from the known number of
secondary metabolites.[1, 9] Analysis of the myxobacterial
genome projects has identified 18 biosynthetic gene clusters
in the genome of Myxococcus xanthus and numerous biosyn-
thetic gene clusters in the genome of S. cellulosum So ce56,[1, 10]


most of which have not been correlated with known products.
Many of the secondary metabolites isolated from myxobacteria
exhibit a wide spectrum of biological activities, for example, as
antibiotics, antifungal, or cytotoxic substances. Of special inter-
est are the compounds that interact with the cytoskeleton of
the cells of higher organisms because they are of potential use
for pharmaceutical applications. In myxobacteria five different
groups of cytotoxic substances have been identified: chondra-
mides and rhizopodins act on actin filaments,[11–13] whereas
tubulysins,[14, 15] epothilones, and disorazoles interact with the
microtubule network.[16, 17] The intensively studied epothilones
stabilize microtubule formation and are in phase III clinical
trials as anticancer agents. In contrast, the polymerization of
tubulin is inhibited by disorazoles and tubulysins,[4, 14] which
are currently in preclinical studies. The concentration-depen-
dent growth inhibition of L929 mouse fibroblasts by disorazol
A1 has an extraordinary IC50 of 3 pm.[4]


The highly cytotoxic disorazoles are produced by the strain
S. cellulosum So ce12.[3, 5] The major compound disorazol A1
interferes with microtubule formation, blocks mitosis, and in-
duces apoptosis (Figure 1).[4] As in most studies with natural


products, the low yield of the compound causes problems in
studying its mode of action and in carrying out further investi-
gations that lead to preclinical development. The production
of a complex composition of several derivatives causes addi-
tional purification problems. This is especially the case for
S. cellulosum So ce12, which produces 29 derivatives of disora-
zoles.[5] Altering production in the natural host or, alternatively,
producing the compound in a heterologous host have been
explored as possible means for overcoming these problems.
Both strategies, however, require the identification and isola-
tion of the genetic information that directs biosynthesis (the
biosynthetic gene cluster).


To obtain this information and to subsequently modify the
genes, techniques for genetic manipulation have to be avail-
able. Combining genetic information and technique would
enable the elucidation of disorazol biosynthesis and set the
stage for bioengineering and heterologous expression. Never-
theless, for most myxobacterial strains genetic tools are poorly
established. In S. cellulosum strains So ce90 and So ce26 a tri-
parental mating method has enabled the identification of the
soraphen and the epothilone biosynthetic gene clusters.[18–21]


[a] Dipl.-Pharm. M. Kopp, Prof. Dr. R. M�ller
Saarland University, Pharmaceutical Biotechnology
Im Stadtwald, 66123 Saarbr�cken (Germany)
Fax: (+ 49) 681-302-5473
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[b] Dr. H. Irschik, Dr. S. Pradella
Department of Biology of Natural Products
Department Molecular Biology of Myxobacteria
German Research Centre Biotechnology
Mascheroder Weg 1, 38124 Braunschweig (Germany)


Myxobacteria show a high potential for the production of natural
compounds that exhibit a wide variety of antibiotic, antifungal,
and cytotoxic activities.[1, 2] The genus Sorangium is of special
biotechnological interest because it produces almost half of the
secondary metabolites isolated from these microorganisms. We
describe a transposon-mutagenesis approach to identifying the
disorazol biosynthetic gene cluster in Sorangium cellulosum
So ce12, a producer of multiple natural products. In addition to
the highly effective disorazol-type tubulin destabilizers,[3–5] S. cel-
lulosum So ce12 produces sorangicins, potent eubacterial RNA
polymerase inhibitors,[6] bactericidal sorangiolides, and the anti-
fungal chivosazoles.[7, 8] To obtain a transposon library of suffi-


cient size suitable for the identification of the presumed biosyn-
thetic gene clusters, an efficient transformation method was de-
veloped. We present here the first electroporation protocol for a
strain of the genus Sorangium. The transposon library was
screened for disorazol-negative mutants. This approach led to
the identification of the corresponding trans-acyltransferase core
biosynthetic gene cluster together with a region in the chromo-
some that is likely to be involved in disorazol biosynthesis. A
third region in the genome harbors another gene that is pre-
sumed to be involved in the regulation of disorazol production. A
detailed analysis of the biosynthetic and regulatory genes is pre-
sented in this paper.
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We recently reported a protocol for conjugational gene trans-
fer into S. cellulosum So ce56, and a mariner-based transposon
mutagenesis system for the disorazol-producing strain S. cellu-
losum So ce12 that is based on biparental mating experi-
ments.[22, 23] However, for practical reasons electroporation
would be the more convenient and efficient transformation
method. Electroporation has been shown to be possible for
the transformation of other myxobacteria, such as Myxococcus
xanthus,[24] Stigmatella aurantiaca, and Angiococcus discifor-
mis,[25–27] but it has not been successfully used for any strains
of the genus Sorangium.


Consequently, we established a method for the electropora-
tion of S. cellulosum strains which was used to generate a
S. cellulosum So ce12 transposon library. Following the screen-
ing of 1100 mutants we identified four disorazol-negative mu-
tants. After vector recovery from the chromosome, different
biosynthetic and regulatory genes of a highly unusual hybrid
polyketide synthase (PKS)/nonribosomal peptide synthetase
(NRPS) gene cluster were identified in a bacterial artificial chro-
mosome (BAC) library and mapped to three different genomic
regions.


Results


Generation of a transposon library from S. cellulosum
So ce12 by electroporation


The chemical structure of the disorazoles led us to assume
that PKS and NRPS are involved in disorazol biosynthesis.[5]


Myxobacteria, and especially the genus Sorangium, are very
prolific producers of secondary metabolites.[1] Since their ge-
netic capacity is even broader than one could expect from the


detected metabolites,[1, 9] it did not seemed sensible to screen
a gene library for the expected hybrid PKS/NRPS biosynthetic
gene clusters with a mixed PKS/NRPS probe. As shown recent-
ly, the eukaryotic mariner-transposon system is applicable to
S. cellulosum strains.[23, 28] The genome of S. cellulosum So ce56
is reported to be around 12 Mbp.[22] Assuming a similar size for
S. cellulosum So ce12, a transposon mutagenesis approach
should identify one disorazol negative strain in approximately
250 mutants. This calculation is based on the number of bio-
synthetic modules expected to be involved in disorazol biosyn-
thesis and results in a biosynthetic gene cluster approximately
50 kb in size.


Only about 300 mutants could be generated per conjuga-
tion experiment when using the method of transposon muta-
gensis previously described for S. cellulosum So ce12[23] . Several
conjugations did not lead to any disorazol nonproducing
mutant and the efficiency of the method could not be signifi-
cantly increased.


Despite serious efforts in the past, no protocol for electropo-
ration was available for any Sorangium species, but investiga-
tions carried out with S. cellulosum So ce56 (O. Perlova, K.
Gerth, and R.M., unpublished results) led us to re-evaluate the
electroporation conditions used for several strains of the
genus Sorangium. Conditions for successful electrotransforma-
tion of S. cellulosum So ce12 were identified by varying param-
eters, such as the resistance and voltage. Using the mariner
transposon, pMiniHimarHyg, we were able to integrate the
DNA into the S. cellulosum So ce12 chromosome after electro-
poration for the first time. pMiniHimarHyg harbors the trans-
posable element of pMycoMarHyg but it lacks the genes for
conjugational DNA transfer. The reduced size of the electropo-
rated plasmid was expected to increase the transformation
efficiency.


Experience from previous conjugation experiments showed
a reduced sensitivity of S. cellulosum So ce12 to the selection
antibiotic hygromycin B when plating high quantities of
cells.[23] Consequently, the cells were cultured in hygromycin B-
containing medium prior to plating. Furthermore, the maxi-
mum amount of cells that can be plated on one agar plate
had to be determined. A bioassay with the yeast, Rhodotorula
glutinis, was used for the screening of S. cellulosum So ce12
transposon mutants for disorazol production. In addition to
the identification of production-negative mutants we proved
that the transposon randomly integrates into the chromosome.
Figure 2 shows the Southern blot of randomly chosen S. cellu-
losum So ce12 transposon mutants probed with the digoxige-
nin-labeled hygromycin resistance cassette. Electroporation
efficiency was determined to be 6–8 � 10�7, based on the
number of cells used per experiment. Approximately 1100 col-
onies were screened for disorazol production. Four disorazol
nonproducing mutants were identified (strains So12_EX_2793,
So12_EX_13-3, So12_EX_13-21, So12_EXI_IE-2) in the bioassay
and the results were confirmed by using DAD-HPLC (Figure 3)
and HPLC-MS (data not shown). Recovery of the transposon to-
gether with the adjacent sequence from these four mutants re-
sulted in the plasmids pTn-Rec_2793, pTn-Rec_13-3, pTn-Rec_
13-21, and pTn-Rec_IE-2. These plasmids harbor the hygromy-


Figure 1. Structure and biological activity of disorazol. Effect of disorazol A1
after 24 h of incubation with interphase microtubules of mouse fibroblasts
(L929 cell line). Microtubules were stained with anti-a-tubulin; nuclei were
stained with DAPI. A) Control without disorazol A1; B) L929 cells after incu-
bation with disorazol A1 (500 ng ml�1) ; C) Structure of disorazol A1.
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cin resistance gene and the lpir-dependent origin of replica-
tion oriR6K together with parts of S. cellulosum So ce12 chro-
mosomal DNA that originally flanked the transposition site.
The sequences of these chromo-
somal regions identified the in-
activated genes. Analysis of the
sequences revealed all four
transformants to be unique and
blast searches identified two of
the predicted proteins as frag-
ments of a PKS and a NRPS
(Table 1).


In order to sequence the cor-
responding gene cluster a BAC
library comprising 1920 BACs
(each containing S. cellulosum
So ce12 chromosomal DNA in E.
coli) was constructed. Statistical
analysis of the BAC clones re-


vealed that the library represents at least 96 Mbp of cloned
chromosomal DNA. Assuming that the genome size of S. cel-
lulosum So ce12 approximately corresponds to that of
So ce56,[22] the BAC library represents at least an eight-fold
coverage of the S. cellulosum So ce12 chromosome. The PKS
and the NRPS fragments obtained from the transposon recov-
ery were hybridized with the BAC library. Eight BAC clones that
hybridized with both probes could be isolated. After determi-
nation of the end sequences, one of the BACs was completely
sequenced; 86.06 kb of the approximately 140 kb insert was
sequenced with >99.99 % accuracy. This region shows an aver-
age GC content of 72.17 %. During the preparation of this
manuscript, parts of the sequence reported here were also
published in the patent WO04053065A2.


Four genes with homologies to PKS and NRPS encoding
genes were designated disA–D (see Table 2 and Figure 4). Typi-
cal PKS and NRPS domain sequences could be identified by
comparison with databases.[29–31] The core biosynthetic gene
cluster starts with disA, which is preceded by a putative riboso-
mal binding site (RBS; GGAAA) and is located 11 bp upstream
of the designated start codon (GTG); disB presumably starts
with an ATG and has a putative RBS (GGGG) which appears to
be located 7 bp upstream of this start codon. The last gene of
the putative transcriptional unit, disC, encodes a mixed PKS/
NRPS. The gene most likely starts with an ATG that is preceded
by a putative RBS (GAGGA) located 8 bp upstream. 36 bp
downstream of the first putative start codon of disC an alterna-
tive start codon (TTG) can be found. A probable transcriptional
terminator is located downstream of this gene. The inverted
repeats are found at positions 63671–63698 and 63704–63731
of the sequence. This finding indicates independent transcrip-
tion of the downstream genes which include disD.


Downstream of orf9, encoding a hypothetical protein
(Table 2), disD, was identified and a putative ribosomal binding
site (GAGGA) is located 7 bp upstream of the designated ATG
start codon.


This gene shows significant similarities to the bifunctional
proteins LnmG, from the leinamycin biosynthetic gene cluster,
and MmpIII, from the mupirocin biosynthetic gene cluster.[32, 33]


DisD exhibits two discrete domains (Table 2 and Figure 4); the
putative acyltransferase (AT) domain (InterPro: IPR001227) at


Figure 3. HPLC chromatogram of culture extracts of S. cellulosum So ce12
wild type (So12_WT) and transposon mutant So12_EXI_IE-2. Disorazol was
identified by comparison to authentic reference standards (retention time,
UV, mass spec). Disorazol masses and their absence in the disorazol negative
mutants was also verified by HPLC-MS analysis (data not shown).


Table 1. Recovered plasmids and the proposed function of the proteins encoded on the inactivated genes.


Plasmid Proposed Function of Source Identity / Similarity
the Similar Protein


pTn-Rec_2793 BarG (NRPS) Lyngbya majuscula 39 % / 57 %
barbamide biosynthetic
gene cluster


pTn-Rec_13-3 5’ to transposition site:
no prediction
3’ to transposition site: Rhodopirellula baltica SH1 28 % / 45 %
carbamoyltransferase BlmD


pTn-Rec_13-21 LnmJ (PKS) Streptomyces atroolivaceus 29 % / 40 %
Leinamycin biosynthetic
gene cluster


pTn-Rec_IE-2 b-lactamase Oceanobacillus iheyensis 38 % / 53 %
putative esterase Rhodopirellula baltica SH 1 30 % / 48 %


Figure 2. Southern blot of S. cellulosum S ce12 transposon mutants. Chromo-
somal DNA was digested with MluI and probed with the digoxigenin labeled
hygromycin resistance cassette. WT: chromosomal DNA from wild type S. cel-
lulosum So ce12; marker : digoxigenin-labeled DNA molecular weight marker.
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the N terminus of the protein shows high similarity to known
AT domains and the conserved AT core motif (GxSxG) can be
found.[34] Analysis of the amino acids responsible for substrate
specificity suggests that malonyl-CoA is the preferred sub-
strate.[35] The C terminus sequence of DisD is similar to proteins
of the oxidoreductase superfamily.


Analysis of the domain organization of disA–C (see Figure 4
and Table 2) identified ten PKS and one NRPS module without
internal AT domains. The latter are known to be necessary for
the function of a minimal PKS module. The acyl carrier protein
(ACP) domains (except for ACP2b) and the peptidyl carrier pro-
tein (PCP) domain contain the consensus motif of the
putative binding site for the 4’-phosphopantetheine (Ppant)
cofactor.[31, 36]


The first seven PKS modules followed by an NRPS module
appear to be sufficient for the incorporation of the seven ace-
tate units and one serine. In silico analysis of all ketosynthase
(KS) domains showed that KS8, KS9, and KS10 lack one of the
highly conserved histidine residues of the KS core regions, as
shown in Figure 5.[29] Module 2 of disA encodes a methyltrans-


ferase (MT) domain which has the conserved S-adenosylme-
thionine (SAM) binding motifs described in the literature.[37, 38]


The NRPS module encodes tandem heterocyclization (HC)
domains. Both HC domains include the known NRPS core
motifs.[31]


Analysis of the adenylation domain in the NRPS module of
DisC identified serine as the most likely candidate for activa-
tion (amino-acid residues: DVWHFSLV) according to the nonri-
bosomal code.[39, 40]


An oxidation (OX) domain is found downstream of the PCP
domain of DisC. This domain shows both core motifs defined
by Du et al.[41]


The genes adjacent to the 5’- and 3’-end of disA–D were an-
alyzed for potential involvement in disorazol biosynthesis.
Table 2 shows similar proteins from the database as deter-
mined with blastp.


In addition to the two transpositions into PKS- and NRPS-en-
coding genes, which were used for the identification of the
core disorazol biosynthetic gene cluster, two further knock-
outs (strains So12_EX_13-3 and So12_EXI_IE-2) could be gener-


Table 2. Proteins encoded within the sequenced region including the disorazol biosynthetic gene cluster and their putative function.


NRPS and PKS Part of the Gene Cluster
Protein Size (Da/bp) Proposed Function
(Gene) (Protein Domains with their Position in the Sequence)


DisA (disA) 647772/
18036


PKS Domains: KS1 (3–428), DH1 (953–1144), KR1(1528–1779), ACP1 (1821–1889), KS2 (1971–2395), KR2 (2856–3105), MT2
(3225–3463), ACP2 (3537–3606), ACP2b (3672–3741), KS3 (3779–4201), KR3 (4642–4898), ACP3 (4918–4987), KS4 (5059–5490),
DH4 (5649–5878)


DisB (disB) 672408/
18771


PKS Domains: KR4 (238–492), ACP4 (547–615), KS5 (676–1114), DH5 (1274–1476), KR5 (1836–2093), ACP5 (2108–2176), KS6
(2255–2686), DH6 (2944–3149), KR6 (3490–3738), ACP6 (3776–3824), KS7 (3876–4304), DH7 (4472–4679), KR7 (5049–5302),ACP7
(5316–5398), KS8 (5500–5926), ACP8 (6123–6192)


DisC (disC) 409960/
11379


NRPS Domains: HC1a (58–506), HC1b (532–955), A1 (1035–1551), PCP1 (1580–1647), OX (1649–1836), PKS Domains: KS9
(1882–2309), ACP9 (2542–2609), KS10 (2668–3098), ACP10 (3399–3468), TE (3521–3701)


DisD (disD) 90953/2526 PKS-Domains: AT (1–280), OR (393–839)


ORFs Encoded Upstream and Downsteam of disA–disD
Gene Size Orientation Proposed Function of Similarity to Source Similarity / Acc. No. of the


(Da/bp) (strand) the Similar Protein Identitiy Similar Protein


orf1 49316/1374 � blr4832 Bradyrhizobium japonicum 49 % / 67 %, NC_004463.1
Sugar (and other) transporter USDA 110


orf2 51696/1449 � probable two-component response Pseudomonas aeruginosa 49 % / 66 % NC_002516.1
regulator, signal receiver domain PAO1


orf3 45545/1293 + hypothetical protein Leptospira interrogans serovar Lai str. 56601 27 % / 40 % NC_004342.1
orf4 56119/1641 � no prediction
orf5 48994/1371 � probable two-component response Pseudomonas aeruginosa PAO1 51 % / 69 % NC_002516.1


regulator, signal receiver domain
orf6 105961/3021 � sensory box histidine kinase Pseudomonas putida KT2440 39 % / 55 % NC_002947.3
orf7 34954/975 � phosphotransferase Escherichia coli 29 % / 40 % Q47395
orf8 37435/1053 + putative serine/threonine protein kinase Streptomyces avermitilis MA-4680 33 % / 48 % NC_003155.2
disA�C +


orf9 30717/822 + no functional prediction
disD +


orf10 23476/642 � phosphotransferase Bacillus subtilis subsp. subtilis str. 168 38 % / 56 % NC_000964.2
orf11 46773/1287 + putative sugar transporter Streptomyces avermitilis MA-4680 27 % / 41 % NC_003155.2
orf12 32992/912 + ABC membrane transporter homologue Brevibacterium fuscum var. dextranlyticum 36 % / 53 % Q93RD7
orf13 31993/882 + ABC membrane transporter homologue Brevibacterium fuscum var. dextranlyticum 51 % / 72 % Q93RD6
orf14 86590/2355 + putative sugar hydrolase Streptomyces coelicolor A3(2) 61 % / 72 % NP_733521
orf15 105005/2892 + putative sugar hydrolase Streptomyces coelicolor A3(2) 46 % / 59 % NP_629813
orf16 121293/3273 + serine-threonine protein kinase Mycobacterium leprae TN 36 % / 53 % NP_301681
orf17 23384/642 � no prediction
orf18 35402/999 � no prediction
orf19 25075/657 � no prediction
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ated. PCR analysis of all dis-PKS/NRPS positive BACs described
above with primers that bind to the sequences obtained from
the recovered plasmids pTn-
Rec_13-3 and pTn-Rec_IE-2, re-
vealed that the inactivated
genes are not located on the se-
quenced BAC and therefore are
not part of the core biosynthetic
gene cluster. Due to the similari-
ty of the gene product mutated
by the transposon in strain
So12_EXI_IE-2 to esterases, the
complete recovered plasmid


was also sequenced. This pro-
vided information about all the
genes located next to the ester-
ase gene. Figure 6 and Table 3
show the analysis of the plasmid
and the similarities of the en-
coded proteins to others found
in the database.


Similarly, the genomic region
corresponding to the fourth
gene inactivation was cloned,
and sequences derived from the
region adjacent to the transpo-
son did not reveal genes that
could be directly involved in dis-
orazol biosynthesis (see Table 1).


Further sequencing identified a gene at the 3’ end of the
cloned region that encodes a putative carbamoyltransferase.


Figure 4. Model of disorazol biosynthesis. A) The organization of the disorazol biosynthetic gene cluster including the adjacent genes orf8 and orf10. The ori-
entation of all the genes at the 5’ end of disA and 3’ end of disD are indicated in Table 2. B) Modular organization of the genes disA–D, together with the in-
termediates, according to our proposal for disorazol biosynthesis. The insertions of the transposon in the different mutants are marked with fl.


Figure 5. Analysis of the KS domain core-regions. The alignment shows the regions of KS domain core-motifs of
KS1–10 of DisA–C. Highly conserved amino acids are shaded in grey, deviations from the core motif are marked
in bold.


Figure 6. Organization of the genes encoded adjacent to the transposition site of mutant So12_EXI_IE-3 that was
cloned into the recovered plasmid pTn-Rec_IE-2. The insertion site of the transposon is marked with fl. MluI re-
striction sites used for the recovery of the plasmid are indicated.
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Discussion


Development of a protocol for the electroporation of
S. cellulosum So ce12


To date, a number of investigations have been carried out con-
cerning the molecular basis for the biosynthesis of secondary
metabolites in strains of the genus Sorangium.[1, 18–20, 23] Howev-
er, this work is restricted to a few strains due to the lack of es-
tablished tools for genetic manipulation of these organisms. A
protocol for conjugational gene transfer into S. cellulosum
strains was established by Jaoua et al.[42] Recently it was shown
that this protocol is not applicable to numerous other S. cellu-
losum strains.[23] Furthermore, this method suffers from a low
transformation efficiency compared to electroporation,[22, 23, 42]


which has been shown to be a more convenient method for
genetic manipulation. Electroporation has been used success-
fully for the transformation of members of the Cystobacterineae
suborder of myxobacteria which does not include the genus
Sorangium ; the latter belongs to the Sorangineae.[24, 27] Here we
report the first electroporation protocol for strains from the
genus Sorangium which is described in detail under the Euro-
pean patent application EP 04103546.0 (Irschik, K. Gerth, Kopp,
Perlova, and M�ller). Several parameters were optimized to es-
tablish the protocol described herein which generated S. cellu-
losum So ce12 transposon mutants with an efficiency of 6–8 �
10�7, based on the initial number of cells used. From the analy-
sis of our experiments several factors appear to be important
for successful electroporation. At least 20 h (equal to more
than two doubling times) of phenotypical expression were
used to enable transposition into the S. cellulosum So ce12
genome and expression of hygromycin resistance. Shorter in-
cubation times which were used to prevent the cells from sub-
sequent duplication did not give any transformants. In con-
trast, other myxobacterial strains could be electroporated with
shorter incubation times (e.g. , 3–6 h for M. xanthus, which
equals approximately one doubling period). Problems related
to unspecific growth with hygromycin B as selection marker
could be overcome by incubating the cells in selection
medium after the phenotypical expression.[23] Analysis of the
generated mutants by Southern blot analysis (Figure 2) and


transposon recovery (Table 1) re-
vealed that no genetically identi-
cal mutants were found. Thus,
no duplication of the transposon
mutants occurred, which might
have been expected due to the
long incubation times prior to
plating. Among the 1100 ana-
lyzed strains, four disorazol neg-
ative mutants could be identi-
fied which corresponds to the
expected ratio in this statistical
approach. The genetic verifica-
tion of unique transposition sites
in all of these mutants proves
the reliability of the described
transposon based approach.


disA–D encode a hybrid NRPS/PKS cluster of the trans-AT type


The genes disA–C encode ten PKS modules and one NRPS
module. Sequence analysis suggests that malonyl-CoA and serine
are incorporated extender molecules.[35, 39, 40] This is in good agree-
ment with previous feeding experiments that determined disora-
zol to be formed from acetate and serine.[5] The most unusual
feature of the disorazol biosynthetic gene cluster is the presence
of only one discrete AT domain on disD. Similar PKS organiza-
tions in so-called trans-AT type I PKS were previously described
for some other biosynthetic gene clusters that have been com-
pletely sequenced, like the pederin,[43, 44] leinamycin,[32, 45, 46] lan-
kacidin, and mupirocin biosynthetic gene clusters.[33, 47]


The discrete acyltransferase in these biosynthetic systems is
assumed to load the malonyl-CoA extender units to all of the ACP
domains in the PKS modules, which has been demonstrated for
the AT domain of the leinamycin biosynthetic gene cluster.[45]


It is believed that such trans-AT gene clusters are extremely
rare. Nevertheless, including the disorazol genes, nine trans-AT
biosynthetic gene clusters have been reported—at least in
part—since the first was completely sequenced two years
ago.[32, 33, 43, 45–52]


As we have additional data that show the biosynthesis of at
least two more myxobacterial secondary metabolites is direct-
ed by trans-AT biosynthetic gene clusters (M.K. , O. Perlova, and
R.M. unpublished results), we believe that this type of PKS
gene cluster represents a transition between the different can-
onical forms of PKS types, the classification of which needs to
be viewed with caution.[53]


Analysis of the sequence downstream of each KS domain in
disA–C revealed the presence of regions that exhibit high ho-
mologies among themselves and also to AT domains. Recently
this was also shown for the biosynthetic gene clusters of leina-
mycin, pederin, and mupirocin and seems to be a characteristic
feature of trans-AT type PKSs.[46] It is assumed that these re-
gions are derived from functional AT domains from multiple
deletions, which lead to the loss of the highly conserved active
sites and their catalytic activities. Due to their homology to
functional AT domains it was speculated that they could serve


Table 3. Proteins encoded on the recovered plasmid pTn-Rec_IE-2 and their putative function in disorazol
biosynthesis.


Gene Size Proposed Function of Source Similarity / Acc. No. of the
[Da/bp] the Similar Protein Identity Similar Protein


orf1 18008/522 arylesterase- Caulobacter crescentus 29 % / 43 % NP_422235
related protein


orf2 20979/591 SAM-dependent Gloeobacter violaceus 48 % / 58 % Q7NEB0
methyltransferase


orf3 46369/1284 putative esterase Rhodopirellula baltica SH1 35 % / 51 % NP_691588
b-lactamase Oceanobacillus iheyensis


orf4 62063/1782 adenylate Stigmatella aurantiaca 31 % / 51 % NP_711174
cyclase 2


orf5 29564/854 outer membrane Myxococcus xanthus 36 % / 46 % Q84FF8
protein
(incomplete)
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as AT docking sites for the interaction with trans-AT. However,
to date there has been no functional evidence presented to
support this hypothesis.


The function of the oxidoreductase domain joined to this AT
domain remains unclear. It is notable that trans-AT clusters
often offer such oxidoreductases as separate proteins (pederin)
or as a domain in multidomain proteins, as found in leinamycin
or mupirocin.


Hypothetical pathway to disorazol in S. cellulosum So ce12


Theoretically, seven malonyl-CoA units have to be attached to
the starter acetate unit, and serine incorporation leads to one
half of the disorazol bis-lactone core unit. Due to the amino-
acid substitutions in the conserved core regions of KSs 8, 9, and
10 (Figure 5), we assume that these domains and their corre-
sponding modules are inactive. Thus, the ACP of module 7 most
likely transfers the polyketide intermediate directly to the NRPS
module of DisC (Figure 4), a hybrid PKS/NRPS. Interestingly,
most of the published hybrid proteins are derived from myxo-
bacteria, for example, EpoB, MtaD, MelD, and TubD.[19, 27, 54, 55]


Analysis of the enzymatic domains in module 1–7 leads to a
biosynthetic hypothesis (see Figure 4) that is in good agree-
ment with one half of the disorazol bis-lactone. DisA does not
harbor a loading domain, which would be expected to transfer
acetyl-CoA or malonyl-CoA (and subsequently decarboxylate
the thioester-bound molecule) to a loading ACP. We assume
that biosynthesis starts with the condensation of the loading
acetate, which is attached to an unidentified ACP, to malonyl-
S-ACP1 on DisA, catalyzed by the KS1 of DisA. Alternatively,
KS1 might use acetyl-CoA directly. The reduction of the b-keto
intermediate is catalyzed by ketoreductase (KR) 1 and dehydra-
tase (DH) 1 domains of module 1 which gives rise to the corre-
sponding acrylyl intermediate. The identified domains of
module 2 (KS-KR-MT-ACP-ACP) catalyze the incorporation of
the second malonyl-CoA and the subsequent reduction to the
b-hydroxy intermediate. The SAM-dependent MT present in
module 2 is expected to incorporate the two methyl groups
that are attached to the C15 and C15’ of disorazol, and which
were shown to be derived from SAM.[5] Since ACP2b lacks the
active-site serine, the intermediate will presumably be attached
to ACP2. Module 3 harbors KS, KR, and ACP domains, which
would lead to a b-hydroxy intermediate.


The next module (4) is split between DisA and DisB—KS and
DH domains are found on DisA and seem to be complemented
on DisB with the initial KR and ACP domains. Such a split
domain organization between two proteins is unusual, but not
unprecedented.[56] A similar organization was found in the
myxalamid biosynthetic gene cluster where MxaB1 and MxaB2
harbor the module 7 domains (KS and ACP on MxaB1, DH, ER,
KR, and ACP on MxaB2).


We have seen more examples of such noncanonical PKSs in
other myxobacterial biosynthetic systems (R.M., unpublished
results). Module 4 in the dis-system catalyzes the introduction
of another malonyl-CoA which gives rise to the next acrylyl in-
termediate that is used by the downstream modules of DisB.
Module 5, 6, and 7 on DisB share the same assembly compared


to module 4. Due to these three further extensions, polyketide
biosynthesis gets to the stage of an acrylyl intermediate that
offers four conjugated double bonds; that is, bound to ACP7.
We hypothesize that this intermediate is transferred to the
NRPS part of the cluster. Necessary modifications of bis-lactone
will be discussed below.


The corresponding NRPS module on DisC has an unusual
tandem heterocyclization (HC) domain, monomers of which
were shown to catalyze the formation of heterocycles from
cysteine or serine.[57] According to the nonribosomal code, the
A domain of DisC should incorporate serine which corresponds
well with oxazole ring formation.[39, 40] After extension with cys-
teine, thiazole rings can be formed, which was demonstrated
during epothilone biosynthesis.[58] Condensation of the disora-
zol intermediate with the serine molecule leads to an amide
bond. This might be catalyzed by one HC domain, whereas the
second HC domain would cyclize this intermediate to give rise
to an oxazoline ring. The unusual existence of two HC domains
was previously shown in VibF of the vibriobactin biosynthetic
gene cluster and LnmI of the leinamycin biosynthetic gene
cluster.[45, 59] Site directed and deletion mutagenesis of VibF
showed that both HC domains work independently on the dif-
ferent steps of heterocyclization.[60] Whether the two HC do-
mains of DisC function similarly remains to be analyzed. Alter-
natively, both steps might be performed by one HC domain
and the second one would be inactive. To assign a putative
function of condensation and/or cyclization/dehydration to the
HC domains, alignments with both C and HC domains of other
biosynthetic gene clusters (e.g. , tub, epo, mta, vib) were per-
formed. The alignments did not indicate a greater degree of
similarity of C domains to either one of the DisC HC domains
(data not shown).


The Ox domain located downstream of the PCP domain of
DisC is expected to subsequently oxidize the oxazoline inter-
mediate to the final oxazole ring. In addition to DisC, examples
for the oxidation of an intermediary thiazoline or oxazoline
ring can be found in the epothilone synthetase, EposP/
EpoB,[19, 20] the bleomycin synthetase, BlmIII,[41] the myxothiazol
synthetases, MtaC and MtaD,[55] the leinamycin synthetase,
LnmI, and the tubulysin synthetase, TubD.[27, 45] The Ox domains
of EposP and MtaD are located within the A domain of the
NRPS module. Since the Ox domains of BlmIII and MtaC are lo-
cated downstream of the PCP domain and the functionality for
these could not be proved,[55] it was speculated that Ox do-
mains located in this position might be inactive. Nevertheless,
analysis of the leinamycin and tubulysin biosynthetic gene
clusters identified two further Ox domains that are located
downstream of the LnmI and TubD PCP domain, and the struc-
ture of both secondary metabolites demands that these Ox
domains be active. These results suggest that Ox domains in
both positions could be active.


After the incorporation and cyclization of the serine moiety
no further extension of the carbon chain is needed to form
one half side of the disorazol bis-lactone. Since KS domains 9
and 10 are most likely inactive (Figure 5), the PCP bound inter-
mediate might not be extended further and could be released
from the chain by the thioesterase (TE) domain encoded on
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disC. The biosynthetic formation of the final product is current-
ly unknown.


Whether the TE of DisD will dimerize the primary biosynthet-
ic product as shown for enterobactin or bacillibactin biosyn-
theses,[61, 62] or if an alternative enzyme will catalyze this bis-lac-
tone formation, remains to be investigated. Within the core
biosynthetic gene cluster no enzyme could be identified that
might be involved in the formation of the two ester bonds
found in the final product. In light of the results reported
below, it might well be possible that other enzymes encoded
elsewhere in the chromosome are involved in the heterodime-
rization process.


The modifications required to build the known 29 deriva-
tives of disorazol cannot be explained with the set of enzymes
encoded within the core biosynthetic gene cluster. The deriva-
tives offer epoxidations, hydroxylations, and methylations of
the resulting OH-groups as well as acylations.[5] These are ex-
pected to be introduced after PKS assembly. Analysis of the
DH domains in DisA and DisB predicts all of them to be active
which would lead to an initial intermediate with four conjugat-
ed double bonds, which can be correlated with all known de-
rivatives by post PKS biosynthetic steps. Even derivatives with
four conjugated double bonds were reported. Taken together,
these observations make a lack of DH functionality, unlikely.


Another interesting feature is the unusual formation of cis-
double bonds by the action of KR and DH domains as present
in rifamycin and epothilone.[63, 64]


Analysis of KR domains revealed conserved amino-acid resi-
dues to be responsible for the stereochemistry of the resulting
alcohol.[65] Based on these results, in silico investigation of the
Dis KR domains indicate that KR2, KR4, KR5, and KR7 catalyze
the formation of an l-configured alcohol. The subsequent de-
hydration catalyzed by modules 4, 5, and 7 leads to the cis-
double bonds found in most of the disorazoles. The fact that
derivatives representing other cis–trans isomers are known is
presumably due to unspecific epimerization reactions.


Analysis of the 5’- and 3’- region of the biosynthetic gene
cluster


The chromosomal regions adjacent to the disorazol core-biosyn-
thetic gene cluster, were examined with respect to a potential in-
volvement in the “missing” steps of disorazol biosynthesis. The
results of the in silico analysis are shown in Table 2; a function in
disorazol biosynthesis could not be determined from compari-
sons to similar proteins in the database. Several genes were
found for which functional prediction based on their homology
is not possible. Further work has to be done to examine the role
of these proteins. This will hopefully be facilitated by the results
of the genome sequencing project from the closely related
strain S. cellulosum So ce56 since genes with significant similari-
ties have been found (M.K. and R.M., unpublished results).


Analysis of two additional chromosomal regions involved
either in disorazol biosynthesis or regulation


Sequence information from plasmids recovered from other
chromosomal regions has shown that genes that encode b-lac-
tamases/esterases were targeted in one of the transposon mu-


tants (Table 1). Referring to the bis-lactone structure of disora-
zol, a potential involvement of this type of functionality in the
final formation of disorazoles from the monomeric polyketide
intermediate could be supposed. Penicillin-binding proteins,
such as the b-lactamases, are known to become acylated by
bacterial cell-wall biosynthetic intermediates, which are further
transferred giving rise to peptidoglycan. During disorazol bio-
synthesis such a protein might bind one monomer transferred
from the PCP and assist the TE in forming the heterodimer.
HPLC-MS analysis of the secondary metabolites produced from
the b-lactamase mutant could not identify masses correspond-
ing to one of the monomeric polyketides that form the disora-
zol derivatives. Nevertheless, this is not surprising, as the mon-
omers would have to be set free from the biosynthetic pro-
teins and no turnover can be expected in the mutant strain. To
analyze all the ORFs adjacent to the inactivated gene, the re-
covered plasmid was completely sequenced. This enabled the
analysis of genes that might be inactivated in the transposon
mutant due to a possible polar effect (see Table 3 and
Figure 6). The genes found downstream of the inactivated es-
terase/b-lactamase gene cannot be affected by the insertion of
the transposon because they are transcribed in the opposite
direction. Upstream of the inactivation site, genes encoding a
protein with similarities to MTs could be identified. At this
stage it remains unclear whether this gene together with the
esterase/b-lactamase is indeed involved in bis-lactone forma-
tion and O-methylation of the oxygen at C6 or C6’. Further in-
vestigations are necessary to elucidate these steps of disorazol
biosynthesis. Additionally, it remains unclear how the epoxida-
tion is achieved.


It could be possible to identify the direct product of the
core biosynthetic gene cluster by heterologous expression of
DisA–D, which are located on a single BAC. Expression of the
additional proteins encoded in the second chromosomal
region identified by transposon mutagenesis, should help to
understand their influence in disorazol biosynthesis.


The function of the third chromosomal region linked to dis-
orazol biosynthesis is still unclear. Because of the similarity of
the 3’-region to carbamoyltransferase genes a direct involve-
ment in disorazol biosynthesis is unlikely. A putative regulatory
effect on the biosynthetic machinery remains to be proven.


Experimental Section


Strains and media : S. cellulosum So ce12 was grown in HS
medium and on solid PM12 plates as described previously.[23] Trans-
formants of S. cellulosum So ce12 that carry the transposable
element pMiniHimarHyg were grown in HS medium and on
PM12 plates that contained hygromycin B (final concentration
150 mg mL�1).


E. coli DH5a(lpir) cells were used for transposon recovery experi-
ments and were grown in Luria–Bertani (LB) medium that con-
tained hygromycin B (100 mg mL�1), at 37 8C.


The yeast Rhodotorula glutinis was grown in liquid Myc medium at
30 8C in a gyratory shaker at 165 rpm as described previously.[23]


Construction and screening of a BAC-library : High molecular
weight DNA was prepared as described by Riethman et al. and dia-
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lyzed in 2 mL tubes at RT against 1 � Tris/EDTA (TE) buffer (10 mm


Tris base, 1 mm EDTA pH 8.0).[66] Partial digest of agarose plugs was
performed with BamHI (0.5 U, 0.075 mm Mg2 +). To size-fractionate
the partially-digested DNA, preparative pulsed field gel electropho-
resis (PFGE) was performed according to published procedures.[67]


The size fraction of 100–150 kb was used for subsequent cloning
into pIndigoBAC-5 (“BamHI cloning ready”; Epicentre). The partially
digested DNA was purified by using the enzyme b-Agarase and
was then ligated to pIndigoBac-5 in a 10:1 vector:insert DNA ratio
with T4 ligase (20 U; NEB) at 16 8C, overnight.[67, 68] The ligation re-
action was dialyzed against 0.5 � TE buffer and then electroporated
into E. coli DH10B in a 0.1 cm cuvette at a capacity of 25 mF, resist-
ance of 100 W, and current at 1.8 kV. After 45 min of phenotypical
expression in SOC medium the cells were plated onto LB agar with
chloramphenicol (12.5 mg mL�1) and incubated at 37 8C, overnight.


Approximately 2000 colonies were spotted onto nylon membranes
and screened with probes generated from the recovered plasmids
pTn-Rec_2793 and pTn-Rec_13-21. To generate labeled probes, a
PCR labeling kit (Roche) was used with the primers dis_2793_fwd:
5’-CGTCCAGGATCCACTCGT-3’, dis_2793_rev: 5’-CGTCGTCCACCAC-
GACAT-3’, dis_13-21_fwd: 5’-CTTCTTCCAGGCGACCTCTC-3’, and
dis_13-21_rev: 5’-CCGCCGGTGATCAGATAG-3’. Hybridizations were
carried out at 65 8C, overnight. After stringent washing with 0.5-
fold SSC (2 � ), the signals were detected by using CDP star (Roche)
according to manufacturer’s protocol.


DNA preparations, manipulations, analysis, and PCR : S. cellu-
losum So ce12 genomic DNA was prepared with the Purgene� Ge-
nomic DNA Purification Kit (Gentra) according to the manufactur-
er’s protocol. Plasmid DNA purification was performed by using
the NucleoSpin Plasmid Kit (Macherey-Nagel). BAC DNA was isolat-
ed as described by Birnboim and Doly, and modified according to
Qiagen (Hilden, Germany).[69]


PCR was performed with Taq polymerase (MBI Fermentas). The re-
actions contained 5 % DMSO and were carried out in an Eppendorf
Mastercycler gradient (Eppendorf) under the following conditions:
initial denaturation for 5 min at 95 8C prior to the addition of poly-
merase; 30 cycles consisting of 30 s of denaturation at 95 8C, 20 s
of annealing at 60 8C, and 30 s of extension at 72 8C; and a final ex-
tension of 10 min at 72 8C. Primers for the control reaction using
the BACs as template, were dis_2793_fwd and dis_2793_rev, dis_
13-3_fwd (5’-GCGCCGCATTTCGTAGAG-3’) and dis_13-3_rev (5’-
CTCGTTCCGAGGTGCTTC-3’), dis_13-21_fwd and dis_13-21_rev, dis_
IE-2_fwd (5’-CATGCCGCCGTTCGAGAAG-3’) and dis_IE-2_rev (5’-
CAGGACGAGCAGGACTTCG-3’).


All other DNA manipulations were performed according to stan-
dard protocols.[70]


Sequencing of the BAC that encoded the disorazol biosynthetic
gene cluster was performed in a shotgun approach by Qiagen
(Hilden).


DNA and amino-acid sequence analyses were carried out by using
the VectorNTI software package (Invitrogen). Comparison with
Genbank data was performed with Blast programs.[71]


Construction of the myxobacterial transposon : A 2 kb HindIII
fragment harboring the hygR gene, which is under the control of
the aphII-promotor, from pJKB10 was subcloned into HindIII predi-
gested plasmid pBCSK(�) (Stratagene).[22] The hygR cassette was
then excised from the resulting plasmid, pFG113, as a 2.2 kb BssHII
fragment. The kanamycin resistance gene was removed from pMi-
niHimar by using MluI and replaced by the 2.2 kb hygR cassette,
which resulted in pMiniHimarHyg.


Electroporation : S. cellulosum So ce12 was grown to a cell density
of 1.0–1.5 � 108 cells mL�1. Cells from a 300 mL culture were har-
vested by centrifugation with a GS3 rotor, at 4650 g and 4 8C. The
transformation was essentially carried out by using the conditions
described in the European patent application EP 04103546.0 (Irs-
chik, Gerth, Kopp, Perlova, and M�ller). The pellet was washed with
ice cold washing buffer (300 mL). The cells were collected by cen-
trifugation according to the previous step. Two further washing
steps with washing buffer (30 mL each, see patent application
mentioned above) were carried out. The cells were collect by using
a SS34 rotor at 12 100 g at 4 8C. The final pellet was resuspended
in ice-cold electroporation buffer to give a final cell density of ap-
proximately 5 � 1010 cells mL�1. This cell suspension (100 mL) was
mixed on ice with transposon pMiniHimarHyg plasmid DNA (ap-
proximately 1 mg) and transferred into a chilled 1 mm electropora-
tion chamber. Electroporations were then carried out and time
constants of 6–8 ms were obtained. The cells were transferred into
HS medium (10 mL) and grown at 30 8C and 165 rpm for pheno-
typical expression. This culture was added to HS medium (20 mL)
that contained hygromycin B (final concentration 150 mg mL�1). The
cells were incubated at 30 8C and 165 rpm and collected after 8 h.
The pellet was resuspended in 1 mL HS medium and equally
spread on six PM12 plates with hygromycin B (150 mg ml�1). The
plates were incubated for 10–12 days at 32 8C.


Detection of disorazol-negative mutants : S. cellulosum So ce12
transposon mutants were transferred to PM12 plates without hy-
gromycin and incubated at 32 8C until colonies became visible. An
R. glutinis overnight culture (200 mL) was added to Myc soft agar
(100 mL) and 5 mL of this suspension was poured over the S. cellu-
losum So ce12 mutant colonies. The plates were incubated over-
night at 30 8C and growth-inhibition zones were compared to the
wild type.


Transposon recovery : Transposon recovery from S. cellulosum
So ce12 mutants and sequencing of the resulting plasmids was
performed as described previously.[23]


Southern hybridization : The 2.2 kb hygR cassette from pFG113
was labeled with digoxigenin by using DIG High Prime kit (Roche).
Genomic DNA was digested with MluI and blotted onto positively
charged nylon membranes (Roche). After 2 h of prehybridization in
standard hybridization buffer at 65 8C, the denatured probe was
added to hybridization buffer (25 mL) according to the manufac-
turer’s recommendations and incubated with the membrane. Hy-
bridization was carried out at 65 8C, overnight. After stringent
washing with 0.5-fold SSC (2 � ), the signals were detected with
NBT solution according to the manufacturer’s protocol.


Analysis of secondary metabolites : Analysis of the secondary
metabolites produced by S. cellulosum So ce12 was carried out as
described previously.[23]


Nucleotide accession number : The nucleotide sequence reported
here is available under accession number AJ874112 (EMBL data-
base).
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